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Abstract – The recent spread of AI-generated face forgery is one of the greatest threats to visual media credibility. The 

Proposed work compares three deep transfer learning models DenseNet201, InceptionV3, and ConvNeXt, in detecting 

manipulated facial images. An 8,000 real and fake facial image dataset was used to train and benchmark models under 

consistent experimental condition. ConvNeXt achieved the best classification accuracy of 91.25 % which is much higher 

than that of DenseNet201 (75.12 %) and InceptionV3 (68.38 %). In addition, ConvNeXt had better trade-off between true 

positive and false positive rates, which means better generalization and resistance to overfitting. These findings prove the 

applicability of ConvNeXt in the robust detection of facial forgery and highlight potential application in the practical 

implementation of the facial authenticity determination. Future research will investigate ensemble methods and real-time 

inference. 

 

Keywords – Facial Fake Images, Transfer Learning (TL), DenseNet201, InceptionV3, Facial Forgery Detection, 
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I. INTRODUCTION 

The rise in deep learning tools like GANs, many fake facial images are now a challenge for forensics experts. This type of 

forged media called deepfakes can cause problems in areas such as spreading political lies, stealing someone’s identity or 

committing fraud and social manipulation. For this reason, computer vision and artificial intelligence experts now pay 

special attention to accurate and reliable facial image detection. While several solutions have been developed to identify 

deepfakes, they often fail to work well under different conditions or in realistic situations. For instance, EfficientNet and 

dual-stream architecture has demonstrated improvements in identifying situations where the face does not match the 

context [1][2]. At the same time, hashing and texture filtering [3][4] are among the feature-based methods that target the 

special statistical characteristics of synthetic images. However, they face difficulties when dealing with new kinds of 

manipulations or when they are used in real time.  

At the same time, newer approaches in face manipulation detection use attention, autoencoders and saliency-based 

methods [5][6]. Even so, most of these methods require a large amount of data to train or do not maintain their accuracy 

when things are noisy. Additionally, using semi-supervised and lightweight models is not widely explored for this purpose. 

ConvNeXt recently improved convolutional architecture and now outperforms other methods in many vision tasks. [7][8] 

have applied ConvNeXt in a semi-supervised framework with consistency regularization and [9] present a fast version of 

the model, ConvFaceNeXt, for face recognition. Researchers have proven that when attention mechanisms and 

architectural changes are applied to ConvNeXt, both fine-grained classification and anti-spoofing detection are enhanced. 

It seems that ConvNeXt is capable of effective facial deception detection when set up correctly. The study aims to assess 

and contrast the abilities of DenseNet201, InceptionV3 and ConvNeXt at recognizing both genuine and fake faces. Using 

a dataset that is publicly accessible, we tune each model within the same setup, study their performance by considering 

accuracy, precision, recall and F1-score and review their confusion matrices and how they learn. 
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The primary contributions of this paper are as follows: 

• We use DenseNet201, InceptionV3 and ConvNeXt for this task by employing transfer learning. 

• We analyze and compare the behavior, advantages and weaknesses of the models under equal test circumstances. 

• We discuss matters involved in deploying these models, for example, overfitting, how well they can be used for 

different purposes and whether they can benefit from being trained together in groups. 

 

 
Fig 1. Sample of Real and Fake Images. 

 

This research seeks to design and deploy a facial image deception detection system by using transfer learning [10] and 

relying on the DenseNet201, InceptionV3 and ConvNeXt architectures. The purpose of this study is to teach and examine 

the models using a set of balanced images, so they can recognize what makes a facial photo real or fake. Evaluating the 

three models based on accuracy, precision, recall and F1-score is the main aim of the research. To determine the best 

method, the researchers analyze and record these metrics and consider if the approach is practical for real-world settings 

Fig 1 shows Sample of Real and Fake Images. 

The remainder of the paper is organized as follows: Section 2 presents the literature review; Section 3 presents the 

proposed methodology. Section 4 provides an overview of the results. Section 5 contains the work's conclusion. 

 

II. LITERATURE REVIEW 

In recent times, deep learning has improved forgery, deepfake and attack detection in images by applying both old CNN 

models and new ConvNeXt ones. 

 

Deepfake Detection Techniques 

They suggest a way of detecting deepfake text that is becoming increasingly common on social media. Using a combination 

of CNN and FastText embeddings, they managed to achieve 93 % accuracy in telling apart human-written and bot-written 

tweets. Thanks to this method, we understand how vital it is to fight misinformation on the internet and learn how to protect 

democracy. In a similar vein, [11] mention that it is still difficult to reconstruct images from deepfake faces, even with the 

EfficientNet model. They use a combination of context and face recognition to identify cases of identity manipulation and 

face swapping and the approach works well for unseen types of attacks. [12] compare several image forgery detectors 

against attacks performed by GAN based image [13] to image translation, while [14] make use of global texture to 

differentiate between real and GAN generated faces. In general, they point out the successes and the challenges in finding 

deepfakes.  

 

Advancements in Fake Image Detection 

Measures to address the problem of fake images in images are evolving by using new ways to display features and 

combinations of different techniques. LBP Net is introduced by [15] and makes use of local binary patterns to detect 

dissimilarities in texture between real and fake faces. A quantum inspired evolutionary feature selector and pre trained 

CNN are combined by [16] to improve the process of detecting fake faces. [17] merge the two types of feature extractors 

in their CNN model, making it robust even when working with video frames that are compressed. [18] suggest a resilient 

hashing algorithm to JPEG compression, while [19] rely on shallow CNNs applied to residual waveforms in multiple colors 

to detect GAN images with good accuracy. 

 

Face Manipulation Detection 

Advances in finding manipulated facial content are thanks to deep learning and CNNs. [20] use both error analysis and 

normalization for face image levels to train different pre trained models used to detect forged faces.  

 

III.   RESEARCH METHODOLOGY 

The Fig 2 demonstrates how to compare DenseNet201, ConvNeXt and InceptionV3 models for fake face detection. Data 

preparation involves a "Fake Face Dataset" like CIPL Lab & GreatGameDota present in Kaggle, followed by analysis, 

preparing the data and dividing it. Then, the models are trained, evaluated and compared based on accuracy, precision, 

recall, F1-score and the confusion matrix. 
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Fig 2. Proposed System Architecture. 

 

Image Preprocessing 

Getting your images ready for use in machine learning depends greatly on image pre-processing. It applies several 

techniques to enhance how suitable and easy-to-see images are for study. 

Many times, adjusting image dimensions to a standard size by resizing is used in machine learning. It becomes important 

when images are of different sizes or when the model is designed for inputs of a specific size. 

For training and evaluation, the Real and Fake Face Detection depends on two key datasets. The CIPL Lab on Kaggle 

gives us access to 1,081 actual face images and 960 fake face images. An additional 650 fake face images come from the 

second dataset, FaceForensics by GreatGameDota. Techniques that help with data imbalance by enhancing datasets were 

applied, resulting in 4,000 sample images of both real and fake faces. As a result of augmenting the data, it is now easier 

to train models accurately between original and altered facial pictures. 

Scaling Image Values: Normalization is necessary to ensure that the pixel values in an entire image are in the same 

range. This helps every pixel in all images have the same value and makes it easier for the model to understand what’s in 

the images. If the pixel values are not close to zero or there is a wide range of values in the images, normalization becomes 

necessary. 

 

Split Test Train 

This study uses a 8,000 image samples, and the same number of real and fake specimens. Leveraging the conventional 

80:20 training-to-testing ratio promoted in past research, the current work uses a more precise 80:10:10 training-validation-

testing split, which uses 80%, 10%, and 10% images respectively to training, validate, and test. This is an attempt to provide 

a more detailed measure of model performance and it provides an opportunity to perform a rigorous test of generalization 

by separating the pattern captured during training and the ability of the model to remain accurate when applied to new data. 

 

 
Fig 3. The Inception V3 Architecture. 
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Modeling 

The method relies on deep learning (DL). The data will be separated into a test set and a training set. The training set will 

be used to train the model. Training begins once the model has been built. By using deep learning, we can develop classifiers 

that tell apart actual from fake facial photos. 

We plan to use the dataset to develop three models: DenseNet201, InceptionV3 and ConvNeXt. At first, machine 

learning algorithms will be used to analyze all models and examine their results based on accuracy, precision and F1 score. 

 

InceptionV3 

The ImageNet datasets have allowed Inception v3 to show a remarkable 78.1% accuracy rate. A number of academics have 

spent years studying and testing ideas to develop this method. Inception v3 includes different types of elements, both 

symmetrical and asymmetric such as sequences, dropouts, fully connected layers, average and maximum pooling and 

convolution layers, in its design. All input data in the system is handled using a key method called batch normalization. 

The softmax function allows you to calculate losses which improves the accuracy of the model’s forecasts. 

 

DenseNet201 

One CNN with 201 layers is known as DenseNet-201. This network is available with pretraining using ImageNet which 

holds a massive collection of training images. Having 1,000 different categories such as pens, keyboards, laptops and 

animals, this trained network is able to detect photographs Fig 3 shows The Inception V3 Architecture. Thanks to its 

training, the network can now pick out small details from various pictures. DenseNet-201 is designed to process images 

with 224 by 224-pixel resolution. After getting information from other layers, each layer creates its own feature maps and 

passes them forward. Every layer is able to take the earlier information and use it to produce new findings, thanks to the 

technique of concatenation. Every layer uses knowledge from the layers above to help the network find more and more 

complex information as data moves forward. 

 

 
Fig 4. The DenseNet201 Architecture. 

 

ConvNeXt 

ConvNeXt connects the benefits of old-style convolutional neural networks with the new ideas from Vision Transformers, 

dividing its structure into stages that progressively reduce the size and enhance the details in feature maps. Each stage is 

designed with ConvNeXt blocks containing large kernel depth wise convolutions for reliable feature extraction which are 

then followed by layer normalization and a GELU-activated MLP that alternates the expansion and reduction of channel 

dimensions. Residual connections help the model perform at a high level with reduced computational cost and better 

gradient flow and stability Fig 4 shows The DenseNet201 Architecture. 

 

 
Fig 5. ConvNeXt Architecture. 

 



 

ISSN: 2788–7669 Journal of Machine and Computing 6(1) (2026) 

52 

Mathematical Formulations and Evaluation Metrics 

This section adds to the previous modeling techniques which emphases by discussing the mathematical equations used to 

train and measure our DenseNet201, InceptionV3 and ConvNeXt deep learning models for facial forgery detection. The 

formulas and measurements given here are in line with the approaches used in the experiments described in this study Fig 

5 shows ConvNeXt Architecture. 

 

Loss Function 

It is explained that the binary cross-entropy loss is used to train the models which makes them suitable for telling apart real 

and fake facial images. The loss function can be written as: 

 

 ℒ = −[𝑦 log(𝑦̂) + (1 − 𝑦) log(1 − 𝑦̂)] (1) 

 

y represents the true label (1 for fake, 0 for real),𝑦̂is the probability predicted by the model. 

This is similar to the strategy used in robust image analysis tasks shown in our paper for instance. 

 

Softmax Function (As Used in InceptionV3) 

In the InceptionV3 model uses a softmax function to convert logits into a normalized distribution of probabilities. The 

softmax function is created with the following equation: 

 

 𝒴𝑖̂ =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝐶

𝑗=1

 (2) 

 

𝑧𝑗is the logit (the unnormalized score) for class i, C is the total number of classes in our binary setting, C=2.This 

approach to transforming probabilities is in line with the details given about InceptionV3 in the document. 

 

Performance Evaluation Metrics 

To assess the performance of our models, we employ the following metric: 

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (5) 

 

 𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∙𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

 

TP, TN, FP and FN stand for the true positives, true negatives, false positives and false negatives. 

These metrics above help us understand how our model succeeds in identifying whether an image has been altered.  

This information clearly outlines what the model can and cannot do in terms of spotting fake content. 

 

Residual Connections (As Utilized in ConvNeXt) 

Considering the idea of residual learning put forward in ConvNeXt, our network makes use of residual connections, as 

described in this research. 

 

 𝑦 = ℱ(𝑥, {𝑊𝑖}) + 𝑥 (7) 

 

x is the input to the residual block,  ℱ(𝑥, {𝑊𝑖})represents the series of operations (e.g., convolution, normalization, and 

activation) applied to x.({𝑊𝑖})denotes the learnable parameters within the block. 

 

IV. IMPLEMENTATION &RESULTS ANALYSIS 

Here, DenseNet201, InceptionV3 and ConvNeXt were tested on their abilities to detect fake facial images by reviewing 

the classification reports and confusion matrices. They help point out the advantages and disadvantages of each model, 

giving essential information on how useful they could be when detecting fake faces. 

 

InceptionV3 – Model 

InceptionV3 architecture, achieved an accuracy of 68.38 % that is in line with high inter-class stability. However, the 

difference between training and validation accuracy and the apparent validation loss raise indicate the existence of 
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overfitting and the associated loss of trustworthiness of the image classification with respect to Fake class Fig 6 shows 

Classification Report of InceptionV3 Model. 

 

Classification Report for InceptionV3 

 

 
Fig 6. Classification Report of InceptionV3 Model. 

 

Confusion Matrix for InceptionV3 

 

 
Fig 7. Confusion Matrix for InceptionV3. 

 

The confusion matrix displayed in Fig 7 shows that, of the 400 Fake images, 251 were correctly classified but 149 of 

them were assigned to the Real category, resulting in 149 false negatives. In contrast, 400 Real images, 296 were correctly 

identified and 104 were incorrectly classified as Fake. The difference between the misclassification of the Fake and Real 

images indicates the lower reliability of the model, especially when it comes to the recognition of the fake instances, which 

implies that the performance in this category is lower. 

 

DenseNet201 - Model 

The experimental research with the use of the DenseNet201 architecture has reached the classification accuracy of 75.12%. 

The results of using Real images were overall stable, with the model performing less in generalizing Fake samples. There 

was a slight overfitting tendency beyond epoch 30. 

 

Classification Report for DenseNet201 

 

 
Fig 8. Classification Report for DenseNet201. 

 

The DenseNet model achieved overall accuracy of 0.75 on a test set of totals 800 samples with 400 Real and Fake 

samples each. As illustrated in Fig 8 Fake class achieved a of precision 0.80, the recall 0.67 and the F1 score 0.73. The 

precision of the class Real was 0.72, recall 0.83, and F1 score was 0.77. The macro and weighted metrics averaged out 

over both classes were 0.76and 0.75 respectively, which means that the classification performance was fair but slightly 

unbalanced. 
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Confusion Matrix for DenseNet201 

 

 
Fig 9. Confusion Matrix for DenseNet201. 

 

DenseNet model has identified 267 of 400 Fake and mislabeled 133 of them as Real. In the Real class, 334 samples 

have been correctly classified and 66 were mislabeled as Fake. These results suggest that the model shows a definite 

asymmetry favoring false negatives (the number of false negatives is 133 whereas the number of false positives is 66) as 

illustrated in Fig 9. This disproportion emphasizes that the model is more accurate in differentiating Real samples than 

efficiency in identifying Fake items. 

 

ConvNeXt – Model 

ConvNeXt architecture was tested thoroughly on its ability to distinguish between Fake and Real images and the results 

were identified as having sustained performance and minimal error, with a model accuracy of 91.75%. The model was able 

to exhibit strong and balanced generalization both in the training and validation phase. 

 

Classification Report of ConvNeXt 

 

 
Fig 10. Classification Report of ConvNeXt. 

 

The Classification Report of ConvNeXt architecture as illustrated in Fig 10 proved to have strong discriminatory ability 

when used on the task of distinguishing Fake and Real images. In the case of Fake, the model had a precision of 0.93, that 

is, 93 % of the instances that the model predicted to be Fake were actually fake; the recall was 0.90, that is, 90 % of the 

actual Fake cases were correctly identified. The F1-score was 0.92, which means balanced performance. The Real class 

gave a precision of 0.90, a recall of 0.94, and F1-score of 0.92. The model was evaluated, with a total accuracy of 0.92. 

The macro and weighted averages of precision, recall, and F1-score were equal to 0.92, which emphasizes the stable and 

fair performance on both classes. 

 

Confusion Matrix of ConvNeXt 

 

 
Fig 11. Confusion Matrix of ConvNeXt. 
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The ConvNeXt architecture’s confusion matrix has demonstrated that out of 400 Fake samples, 360 of them were 

correctly identified, and 40 of them were misclassified as Real. Among the 400 real cases, 374 were classified correctly 

and only 26 were classified as Fake. Such imbalance between misclassifications is depicted in Fig 11 where both the false 

positive and the false negative rates are lower, along with a balanced accuracy of 0.92. All these findings support the 

reliability of the model in distinguishing between Fake and Real. 

 

Accuracy & Loss Plot of ConvNeXt 

Accuracy and loss plots of the training and validation of the ConvNeXt model illustrated in Fig 12 represent 30 training 

epochs each. Within the accuracy plot, the training accuracy begins at 0.7380 in epoch 1 and quickly goes up to 0.9890 

within epoch 6. It is always high, as it is at epoch 10 (0.9960) and it maintains such a high quality (almost perfect) up to 

epoch 30 (approximately 0.9980). The accuracy of validation starts at 0.7910 and reaches the highest point of 0.9210 at 

epoch 6. It then oscillates a little bit between 0.9050 and 0.9180 up to epoch 30. This trend implies that as the model keeps 

training on training data, its performance on unseen data becomes stagnant at an early stage. 

The plot of loss shows that the training loss (presented in blue) starts at 0.5280 at epoch 1 and then it decreases 

significantly reaching its lowest point of 0.0050 at epoch 10. This trend is maintained, as the validation loss (orange) is 

still declining, achieving the value of 0.0010 or less by the epoch 20 and settling at the value of about 0.0005 by the epoch 

30. On the other hand, validation loss starts at 0.3920, decreases to 0.2870 at epoch 3 and continues to increase in value to 

reach 0.5400 at epoch 30. These results indicate that in as much as the model continually decreases the error in the training 

data, its generalization ability in the validation data decays with time. 

 

 
 

 
Fig 12. Accuracy& Loss Plot of ConvNeXt. 

 

The present results indicate that even though the training path is stable, expressed in the form of low training loss  

(approximately equal to 0.0005) and high training accuracy (approximately equal to 0.9980), the accuracy of the considered 

neural network on the validation set is inclined to stagnate after the first epochs, which leads to a gradual increase in 

validation loss, which reaches the maximum value of 0.5400. However, the accuracy of validation is still very high, and it 

varies between 0.9050 and 0.9180 after the 6th epoch, thus proving that the model has a high ability of generalization to 

the unseen data. All these findings show that despite the model converging quickly and providing decent results on the 

training set, the training time or adaptive validation monitoring may help further encourage prediction consistency on data 

in diverse subsets. 
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Comparison of Models  

 

 
Fig 13. Comparison of Models. 

 

This work examined the performance of various classification models when it is challenged with a corpus that consisted 

of 400 images that were labelled as Fake and 400 that were labelled as Real. Performance of the models was assessed 

through precision, recall, F1-score and overall accuracy and each measure was reported individually per class. ConvNeXt 

was better in all criteria compared to the other approaches. The model achieved a precision of 0.93, recall of 0.90 and F1-

score of 0.92 on the Fake class; on the Real class, the precision was 0.89, recall was more than 0.94 and F1-score was 0.92. 

Therefore, ConvNeXt recorded the best overall accuracy of 91.75 % and consequently provided good generalization 

between the classes Fig 13 shows Comparison of Models. 

DenseNet201 performed on the moderate level. Its specificity to Fake samples was quite high (0.80), but the recall was 

low (0.67), which means that it was prone to misclassification. The actual recalls were stronger (0.83) and returned an F1- 

score of 0.77. The model provided an overall accuracy of 75.12 %, which indicated that it was not very effective and could 

be improved on the aspect of class balance. 

The least successful model, InceptionV3, achieved the accuracy of 68.38 %. Detection of Fake content performance 

was relatively poor, precision of 0.71, recall of 0.63, and F1-score of 0.66, with the Real class metrics being just slightly 

higher. 

Taken together, these findings show that ConvNeXt has a higher discriminatory power that provides high sensitivity 

and precision in both classes and can be deemed as the most reliable model in detecting fake news in the context of this 

comparison study. 

 

V. CONCLUSION AND FUTURE SCOPE 

This work reveals that detecting manipulated facial images with high accuracy is possible using DenseNet201, InceptionV3 

and ConvNeXt transfer learning models. ConvNeXt obtained the highest accuracy of 91.75, plus a precision of 0.93 and 

recall of 0.90 on fake images and a precision of 0.90 and recall of 0.94 on real images. For DenseNet201, the accuracy 

recoded was less compared to the ConvNeXt model, indicating small dip in performance precision 0.80 and recall 0.67 for 

fake and precision 0.72 and recall 0.83 for real. The Accuracy for InceptionV3 is 68.38, with precision 0.71 for fake images 

and recall 0.63 and precision for real images is 0.71 with recall 0.63. While every model works well for face forgery 

detection, ConvNeXt gives the best results on both in-domain and out-of-domain data. Moving ahead, further research can 

add early stopping and look into ensemble learning to improve results for ConvNeXt. Using either small or larger variants 

of ConvNeXt can make it faster for applications that demand speed. A detection system will benefit from facing adversarial 

attacks, analyzing worn out or low-resolution inputs and identifying targets using both video and audio. Validating with 

larger and newer groups of facial images will help construct reliable and adaptable systems against face forgery. 
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