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ABSTRACT

Information processigaare(®@es handwritten digit recognition; however, methods of writing and
image defects, such as @ changes, blurring, and noise, make image recognition challenging.
This paper gres
Roman gript ' bers) using Deep Learning (DL), a branch of Machine Learning (ML) that

utilizes orks (NN) with multiple layers to attain classified representations of input

ly.

research study develops classification algorithms for recognizing handwritten

umerical characters (0-9), analyzes combination approaches for classifiers, and

cripts simultaneously. It proposes a simple profiling method, Linear Discriminant Analysis (LDA)
implementation, and an NN structure for numerical character classification. However, testing shows
inconsistent outcomes from the LDA classifier. The approach, which combines profile-based Feature
Extraction (FE) with advanced classification algorithms, can significantly improve the field of HWR

numerical characters, as evidenced by the diverse outcomes it produces. The model achieved an



accuracy of 98.98% on the MNIST dataset. In the CPAR database, this work conducted a cross-
dataset evaluation with an accuracy of 98.19%.

Keywords: Handwritten Digit Recognition, Deep Learning, Neural Network, Feature Extraction,
Linear Discriminant Analysis, Accuracy.

1. Introduction

This research explores handwritten digit recognition, a method that classifies human handwrit

digits into 10 predefined classes (0-9). The model compares accuracy, errors, and testing and tr,
times using Support Vector Machine (SVM), Multilayer Perceptron, and Convolutigg

)

sy! s struggle to

Network (CNN) systems. Handwritten digit recognition is crucial for number plate reco
mail sorting, and bank cheque processing. Identifying handwritten digits ig vari@Qlls sc
English and Devanagari, remains challenging despite digitization [1]. k

recognize Devanagari numbers, which are integral to the Hindi lang intricate curves and

lines of the Devanagari script require specialized solutions. Scientist%@gave explored various
algorithms and methodologies for a reliable and efficient HW terg@2]. Dual-script identification
systems are essential in India due to the diverse linguist e. Handwriting Recognition
(HWR) numerical characters are crucial in multiplgflom ecially in office automation.

wr il ads complexity to the identification process.
tructure, topology, and statistical characteristics

of numerals and accommodate the inherent varr%ggns in shape and size.

However, the uniqueness of an individual’s

HWR numerical character systems must anc

The public eagerly anticipates nology recbgnising handwritten digits accurately after 35

years of research. However, ng achieve 100% accuracy due to human confusion and

ambiguities. Modern technol Q@ combj omputer algorithms and handwriting insights to improve

@.

effectiven olvel®entification system must be interconnected with existing systems.

literary cognition and racter value. It utilizes multiple handwriting styles to convey

Sanskrit and English @ put requiring scripts. To achieve data transformation accuracy and
Periodi i sary for HWR. Inclusivity in the digital age requires technology that
man languages and writing procedures. With its accurate and responsive

aracter, the HWR system demonstrates technological advancement and humanity’s

ical Character Recognition (OCR) enables computers to read numbers like humans do. This
technology has revolutionized textual interaction, making alphanumeric letters and numerical
haracter values easier to recognize. OCR is required to convert handwritten data into ASCII or other
computer-readable formats. With numbers, character sizes, and backgrounds, OCR challenges are

particularly when text is positioned over complicated images. Pattern recognition, including OCR



and handwritten character recognition, enhances computer-human interaction. Novel handwriting
input recognition and Deep Learning (DL), employing Artificial Neural Networks (ANNSs), may solve
this problem. OCR’s NN incorporates Feature Extraction (FE) to bridge the gap between machine
processing and human-like recognition, providing continuous human-computer interactions.
1.1.Motivation of Study:
a) The paper addresses the challenges of handwritten data recognition, including size, thickn
position, and orientation, in email, hand-fill forms, and online tablets.
b) It proposes two pattern classification methods for 0-9.

c) The paper also addresses the problems of digit similarity, handwriting styles, a

&

with the introduction; the next section discusses the proposed method foN@@ndwriting recognition

diversity, which affect the appearance and formation of digits.

es ailed review

The work has been organized in an orderly method: The introduc
of all of the types of handwriting; the next section addresses the resea gs that are associated
using neural networks; the following part demonstrates the re a@Pdiscussion; and the last part
provides the paper to a conclusion.

2. Related works

Experiments by [3] to recognise charact preQeed revolutionary. Early sixties work used

Eden’s 1968 analysis-by-synthesis tech n’s research demonstrated that handwritten
characters have a finite number of conceptualN@atures, which all syntactic character recognition

techniques accept.

To recognize unstructured us, handwritten texts, an integrated Hidden Markov
Model (HMM) was suggeste arko ns have been used to model the structural section of the

optical model, and a muym tron has been employed to quantify the output probability [4].

applied [5]4Q@er| Pend its Fourier classifiers are used to FE from the data. A character’s

identity ' valuating its form while contrasting the features that set each character

ritten English letters has been reported to be 94%, and the training time involved has been
significantly reduced.

The authors [6] demoralized three different types of features. These features are the quantity
features, the moment features, and the descriptive component features. Devanagari numerals are

organised according to their order of classification. They achieved an accuracy of 90.10% for



handwritten Devanagari numerals, which was made possible by executing a multi-classifier
connectionist framework that they proposed to improve recognition accuracy.
A method involving the performance of an array of strokes is advised in some studies [7] as a

means of generating a handwritten Tamil letter. The implementation of a structure-based or shape

based model for a writing stroke, in which a writing stroke is presented as a string of pattern featurest
was selected as the most suitable method. By using this text depiction, an unknown stroke
recognized by comparing its characteristics to those of an array of writing strokes using a string
comparison method, which provided proof for the stroke's versatility. All of the key
determined, which resulted in a distinct letter being found.

Researchers [8] investigated handwritten numerical values in both Hi ng zzy
eri alues. Fuzzy

model is developed employing logarithmic membership functions to si
sets are normalized distances derived from the Box approach features. optimisation predicts
two fundamental variables that impact the membership function. The r nition rates for Hindi
digits and the English language are 95% and 98.4%.

Over the years, numerous LDA variants have been pr nhance performance [9]. The
authors' regularized LDA (RLDA) addresses the

study presented 2D exponential discriminan

probl it rized within-class scatter. The

for Il samples. SDA uses unlabelled data to

o

expand the training set. The researchers deVega otal rank between-class scatter matrix to reduce

over-redundancy. The authors [10] deployed "S@&catter matrix from a small neighbourhood as a

regularisation term.

Table 1 is an example of ication comparison table that can be used to compare

distinct models and methods e fie andwritten Digit Recognition for Intelligent Document

Processing Systems. It further customize this table according to the models that are
relevant for compariso
Table 0 n ndwritten Digit Recognition for Intelligent Document Processing

Systems.

Mod enggdo Performanc Key
Dataset ) o Strengths Weaknesses
e Metrics Findings
Requires
Introduced ]
) ) extensive
volutional CNNsfor  High accuracy, o
Accuracy: _ ) training data
Neural Networks MNIST handwritten  widely adopted
99.7% and

(CNNs) digit architecture.

o computationa
recognition.
| resources.




Pioneered High
Deep

Improved .
) MNIST, Accuracy: deeper CNN computationa
Convolutional _ performance
CIFAR- 99.8% architectures _ | cost,
Networks ) with deep
10 (MNIST) with ReLU complex
(AlexNet) o layers. _
activation. architecture.
Requires
Demonstrate )
Accuracy: ) Robust model, hig
VGGNet (Very MNIST, d benefits of
99.6% good
Deep CNN) ImageNet

deeper o
(MNIST) ] generalization.
architectures.

Introduced
residual More

] Accuracy:  connections complex
ResNet (Residual  ImageNet

99.74% to solve tha
Networks) , MNIST

architecture

) deeper o
(MNIST) vanis ) with high
) chitectures. R
die training time.
pro
Introduced
Faster It may not
Batch MNIST, Accuracy: batch
o o convergence work well
Normalization + CIFAR- 12% normalizatio _ o
improves with tiny
CNNs 10 T) n for faster .
model stability. datasets.
convergence.
Multi-scale
Model
network o _
Accuracy: ] Efficient complexity
architecture )
99.8% ) computational due to
to improve ) )
(MNIST) resources. inception
feature
_ modules.
extraction.
AN Applied
riational generative . Complexity
Accuracy: Ability to o
Autoencoder + MNIST, models to ) of training,
) 99.3% ) generate high- -
Generative SVHN improve o instability in
) (MNIST) o quality images.
Adversarial digit GAN:Ss.
Networks)

recognition.




Improved

] Better Requires
handling of o o
Accuracy: _ generalization, more training
Capsule Networks spatial _ _
MNIST 99.8% ] _ robust to affine time and
(CapsNet) relationships _
(MNIST) transformation  lacks large-
between _
_ S. scale testing.
pixels.
Combined
CNN for
Improved
_ Accuracy: feature :
Hybrid CNN- MNIST, ) performance
99.75% extraction ] arcvgls
LSTM EMNIST _ e
(MNIST) with LSTM h memory
for sequence \ ' usage.
modeling.
3. Proposed Methodology
Currently, the biggest problem in computational linguis rg@ting a reliable system that can
HWR numerical characters in both English and Deva rs e complexities of handwriting

differences need a highly accurate distingug ste at requires the least amount of human

interaction to be completed [11].
A multi-objective strategy is proposed to taSg@e this, which includes Recognition Algorithms for

Databases for customized algori design, "Classification Assurance for robust pattern

classification, Enhanced Tranggitgi lassifiers for advanced classifier propagation, and
Optimization of OCR for la ge-suC adaptability. It is essential to include state-of-the-art

rks. These networks will be trained on different datasets.

yzation, and verification phases are all part of the process that converts handwritten numerical
characters into a digital format that computers can understand [13].

Acrtificial Intelligence (Al) performs discriminant analysis to classify objects for tasks. Linear
Discriminant Analysis (LDA) optimizes the separation between classes and minimizes the variance

within classes. This may be incorrect for non-linear problems. Models based on NN may be applied



to advanced scientific system prediction or medical evaluation [14]. LDA classifiers are used in
specific recognition techniques that use binarized MNIST and CPAR databases to categorize data
precisely based on Feature Extraction (FE). The architecture of the proposed system is given in
Figure 1.

7 neurons 7 neurons 7 neurons 7 neurons 2 neurons

IIR=n.9 | §—§i §*

SUUUUU

DU ELUU W

Figur@l ecture of neural networks.
is (L

based classifier and the other using LDA, may be used to classify

3.1. Linear discriminant an
Two methods, one yg
handwritten data [15].

grocessing the data involves calculating the class means and scatter
matrices, Ple decomposition, selecting the best eigenvectors, and projecting the
data ont ional space, all of which are steps in the LDA. The sample means (ui) and
overall sed to construct the within-class scatter matrix (Sw) and between-class scatter
op-k eigenvectors are then selected. A linear classifier is then trained on the

sional space to classify handwritten texts, as shown in Equations (1) and (2).

c N;
Sy = ZZ(XU — ) (g — )" (1
i=1 j=1
C
Sp = Z Ni (i — ) (uy — )" 2)
i=1

Conversely, the classifier based on NN requires preprocessing of the data, design of the



architecture, assembly of the models, training, and assessment. A Convolutional Neural Network
(CNN) is frequently used for image classification tasks. The forward pass equations are executed
during the training phase, which includes activation functions, weights, and biases. Backpropagation
is then used to update the weights for better performance.

The approach begins by gathering a labeled dataset and then preprocessing it for compatibilit
with neural networks and LDA. The original data trains an NN with the proper layers and activatigg

functions, while LDA decreases the dimensionality and trains a linear classifier. Ultima
comparison of the models is conducted, and adjustments are made in light of the assess
to improve the classification of handwritten documents [16].

3.2. Dimensionality reduction

High-dimensional data is reduced to a low-dimensional space whi|g
This techniqgue minimizes computational costs and enhances data Y
common in ML [17]. Data should be displayed in lower dimensions wi

features or information. FE or linear transformation reggasent: iIs method of operation.

Unsupervised dimension reduction approaches, such as Pring

require information about classes in the training set, wjglicas Mg dfts [18].

3.3. Algorithm for LDA

e Step 1. The formula used for the d-di mean vector involves multiple classes of data
sets.

e Step 2. The calculation of the tysgmypes of scatter matrices (i.e., the class scatter matrices and

between classes).

e Step 3. Determining the nval d eigenvectors of scatter matrices using analysis.
e Step 4. Layered O igenvalues and eigenvectors is conducted in a sequence of

decreasing order.

e Step 54 dimension matrix ‘W’, identify the ‘k” highest eigenvalues.

re use®in tandem with the W eigenvector matrix to generate a fresh subspace. The
e snples K = 25 eigen digits formed by the LDA algorithm for MNIST digits are

N the Tesults section.

4. RoQults ghd Analysis

Il experiments, including model training, inference, and evaluation, were executed using a

hybrid software-hardware configuration optimized for ML tasks. The training phase was conducted

n a workstation equipped with an NVIDIA RTX A6000 GPU (48 GB VRAM), an AMD Ryzen

Threadripper 3970X 32-core CPU, and 256 GB DDR4 RAM, operating under Ubuntu 22.04 LTS.

All deep temporal models were implemented in Python 3.10 using the PyTorch 2.0 framework with



CUDA 11.8 backend for GPU acceleration. Data preprocessing and signal transformation pipelines
were implemented using the NumPy, SciPy, and scikit-learn libraries, with visualization performed
using Matplotlib and Seaborn. Edge deployment testing was performed on a Jetson Xavier NX
module (16 GB RAM) running NVIDIA JetPack SDK 5.0, with TensorRT 8.5 used for real-tim

inference acceleration. Cloud-based analytics and data storage were supported using a privat

PostgreSQL instance and a Grafana dashboard for real-time monitoring. This integrated configuratjgg
ensured that training and deployment pipelines remained consistent across developme @
embedded execution environments, enabling reliable transferability of experimental findjg

To enhance the accuracy of HWR numerical characters, this article leverages the { @

such examples [19]. The training database of MNIST contains 60,000 dai®@ints, a crucial tool for
designing and implementing methods. However, the 10,000 d ing@Mitially saved for evaluation

make it feasible to conduct a comprehensive evaluation of t Oi's functioning.

Moreover, the CPAR data includes a large nu of ari scripts as well as integer

symbols. Over 80,000 statistics and a r 00 symbols are encompassed in its
investigation, which surpasses that of MN
to the MNIST repository. Over 5000 Hindi pa
crucial for training models in doc
CPAR, each with around 120

handwriting details. Focusin nu ecognition from a substantial subset of 40,000 CPAR

¢ is an invention of data that has been uploaded
ams have been added to the collection, which is

t analysis.YEmphasizing a subset of 1300 numerals from

ifestations, enhances the models’ ability to handle

samples, with 2030 datag Mg and 3000 for training, the project aims to advance accuracy in

ution that is adept at reading handwritten digits and can adapt to

d aMpws you to import the text of a data file into a DataGrid View widget. After

doClUment, it is functional with the Menu and the Open feature. Using the ReadBlock

nce of the iteration ends if either the total amount of digits that have been received is less
than the size of the buffer of data that has been set up for the image, or the variable that is entrusted
ith maintaining the line of data that is positioned below the matrix label is empty [21]. The collected
text values are stored in an image and inserted into the DataGrid View in the initial training section.

The total number of loop interactions ranges from one to five hundred. Within the test section, there



were between 1000 and 1500 iterations. Using a bitmap as an input, the FE function converts it into
an array of numerals, and any data produced by the process is then imported into the DataGrid View
[22].
A. Text Data to Bitmap Method

The document is implemented as a parameter in the FE method, which requires a zero-one matri
with dimensions of 16 x 16. The number “0” converts into a white pixel, while the numeral ‘4
changes into a black pixel. An image in bitmap format is what it outputs in this format.
B. Bitmap-Based FE Text Data

A case study of the approach stated previously is the FE method, which uses the

C. Devanagari Characters

India adopts the Devanagari script, a centuries-old descendant of {M@Brahmi script, for the
languages of Hindi, Marathi, Konkani, and Nepali. The 10 djgd aﬁasic symbols comprise 13
vowels and 36 consonants. The fourth most common ha ethod is Devanagari, which
differs only by a single dot, “vowels” by a tilted line igglfie a umbers” by their appearance,
and “consonants” by their similarity. Symb lUOQR&’, “2°, and ‘3 originate from 7" and

‘g’ (Figure 2).
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evarsari script.

Hindi font includes a middle (core), toN pottom, so vowel adjectives are significant. The
central portion comprises characters with punctts
signs [23-25]. A “SHIRO REKHA” line distinguishes the

ishes an entire phrase or sentence (Figure 3).

e S

I IR IF = IR

Fi 3. Vowels with corresponding modifiers of the Devanagari script.
to a straight object with a “VYANJAN” that can be transformed into a half-form

bon marks and unique symbols, while the top and

bottom are Swar modifiers and di

top and core, and a Purnaviram

Vowels w

Nodifier

two vyanjans are merged. The left side of the original “VYANJAN” with a straight
ment that forms the half-form of the phrase “VYANJAN”.

ure 4 shows a feature of the “VYANJAN”. The fact that the associated vowel does not have
a half form is demonstrated by the recognition that this figure includes blank substitutes.
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Figure 4. Half of the consonants of the Devanagari script.

Different performance patterns are seen in the CNN and LDA designs when

and learn sophisticated representations from the input across consecuti

They are frequently used for complex pattern recognition tasks? s
duction technigue—remains

A, throughout epochs,
the accuracy wave of the LDA model—a linear dimensi
remarkably stable. Because LDA is intended for discg alysis, it can achieve stable
classification performance without requiring thegapealQ@mo ns that NNs frequently require.

Notably, it is possible to notice that the LD, W Va produced randomly in this case, vary

within a specific range. The comparison eveals the heterogeneous character of model

behaviours, where LDA consistently provides 0Wgaiminative power and NN changes dynamically
throughout epochs. A thorough ana f the models’ performances on real datasets and validation
using relevant metrics woul SSHy to get more insights into their behaviours and
appropriateness for specific ta
t the MNIST dataset, achieving an average accuracy of 98.98%
(Figure 6). Obtaining & By value of 98.19%, we also completed the cross-dataset evaluation
on the CP ab
in

accurate, a

?9

ne results of this research demonstrate that the CNN classifier is more

g 0f99.14%.
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4.2. Performance Metrics



Many significant performance metrics typically work when measuring the performance of a
handwritten digit recognition model. Insights into the model's accuracy, robustness, and overall
effectiveness can be derived from these metrics.

To assess handwritten digit recognition, the following statistical data are frequently utilized:

e Accuracy: The percentage of examples that were correctly predicted of the entire set of example

in the collection of data

Number of Correct Predictions
Total Number of Predictions

Accuracy =

e Precision: A percentage of successful predictions compared to t
were predicted. This variable can aid in a deeper understanding of t 0del's ability to prevent

labeling errors as positive.

« Recall (Sensitivity): The percentag™Q p@Pitive data that were predicted correctly from the
total number of data in the true class. It @avides a measure of the number of true positives

that the model successfully ated.

True Positives

jlrue Positives + False Negatives

ean which provides a balance between recall and accuracy, or the

and accuracy. It is advantageous in cases where there is an imbalance

F1-Score — 2 Precision x Recall

Precision + Recall

fusion Matrix: The functioning of the classification model is expressed by a matrix that

represents the TP, FP, TN, and FN when compared to the classification model.

e Area Under the Curve (AUC) - ROC Curve: To measure the accuracy of a classifier across
all classification limits, the area under the curve (AUC) is utilized. The Receiver Operating
Characteristic (ROC) curve is determined, and the area under the curve is measured.



e Mean Squared Error (MSE): In the case of regression models, the mean squared error
(MSE) is a standard measure that measures the average of the squared differences between
the actual values and the predicted values.

N
1 A N2
MSE = > - )

i=1

e Log-Loss (Cross-Entropy Loss): The score measures the performance of a classifi @
model whose output is a probability value that ranges between 0 and 1.

N
1 : .
Log-Loss = N IZI: i log(7:) + (1 — )

e Speed and Computational Efficiency: The method determines odel's speed of data
analysis, considering the training and evaluation phases.

e Memory Consumption: The model uses memop the training and evaluation
procedures.

e« Model Size (Parameter Count): Tk eNgytotal number of variables indicates its

complexity and the quantity of trai
e Generalization Ability: The model's %@ty to perform well on unseen data (test data) after
being trained on a training dataset.

Measuring and displaying thesgifmeigdaacan be performed using a variety of methods and tools,

depending on the specific macg@e learninggdfchitecture being used (e.g., CNNs for digit recognition).

est Analysis of Proposed vs. Other Models

o F1- Training Inference  Memory
Model Accurs gision Recall ] ]
Score Time Time Usage
0.567
.81% 99.85% 99.81% 99.81% 11 hours 6 GB
seconds
.66% 99.51% 99.67% 99.56% 6 hours 0.3 seconds 4GB
1.19
99.87% 99.70% 99.72% 99.31% 17 hours 12 GB
second
0.789
VGGNet 99.16% 99.65% 99.55% 99.15% 13 hours 11 GB
seconds
1.092
CapsNet 99.67% 99.55% 99.72% 99.69% 22 hours 8 GB

seconds




5. Conclusion and Future Work
This article uses Linear Discriminant Analysis (LDA) to analyse HWR numerical characters.
The work addresses HWR numerical character similarities and merges with variations in writing tool-

induced line thickness and sharpness. It additionally highlights numerous training and testing phase

for enhanced accuracy. Devanagari numerals were implemented to train the backpropagation neur
network, but the approach was unsuccessful. Improved pattern identification methods, such as C
based on Deep Learning techniques, are planned. Data enhancement may also improve the m
handwriting style generalization. Transfer learning can decrease training time by levesagao

. ' ||

In the CPAR database, we conducted a cross-dataset evaluation with angccu of N

existing systems. The model performed 98.98% on the MNIST dataset.

results of this research demonstrate that the CNN classifier is more acc
Furthermore, leveraging the advantages of cloud-based and smartg
features significantly more accessible and available to standard users.
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