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Abstract - In the rapidly shifting landscape of digital marketing and tailor S, identifying and responding to high-
intent user micro-moments has become a necessity for user activation and oginaximization. Existing deep learning
techniques such as single CNNs, LSTMs, and transformer model sin t are either temporally weak, non-

interpretable, or resource-intensive. This paper propose Atte gmented LSTM for Micro-Moment
Detection (AALSTM-MM) that integrates behaviora ) ional temporalization, and attention-augmented
LSTM network to effectively learn sequential depeq i ignals of user browsing sessions. The designed

g er session dataset with 92.3% accuracy, 91.7%
0.948. Above all, it posed a low inference latency of 42
ication. In addition, attention visualizations and behavior
clustering ensured interpretability and pattern insights to m&g@decision-making more transparent. This paper delivers a
robust, scalable, and interpretable model cap f inferring nMicro-moment behavior at scale with high accuracy and low
latency. Its use cases are in real-time us diction industries such as advertising, recommender systems, and
intelligent customer service. The stren ccuracy, efficiency, and interpretability merge to make AALSTM-
MM a significant step toward huma igital interaction systems.

precision, 90.8% recall, 91.2% F1-score, and an Al
milliseconds and therefore was feasible for real-time 8

Keywords: Micro-Moment D j ttention-based LSTM, Behavioral Clustering, Real-Time Prediction, Deep
Learning.

I. INTRODUCTION

onsumer behavior change has cultivated the concept of micro-moments—those
iduals tend to instinctively grab their digital devices to act immediately. In the moment of
rivers of conversion in digital marketing. Micro-moments are the snapshot moments when
test: they may be looking up product data, seeking a suggestion, or ready to purchase. As
on smartphones, those fleeting high-involvement moments are reshaping the classic marketing
mmediate, context-specific responses from digital media. The online advertising market is moving
t, broad campaigns toward extremely targeted methods that directly align with the consumer's intent at
ents [1]. This change challenges marketers to re-conceive each touchpoint and rapidly shift campaigns in
consumer input.

Today a
influential
need, thes

| marketing platforms are being utilized more and more as dynamic spaces in which real-time actions can be
monitored, analyzed, and replied to. Micro-moments are where the user is obviously displaying their intent signals, and the
otential for conversion is at an all-time high. Seizing and reacting to these signals are critical, as they might be the final
hase of customer journey towards purchase or engagement. The competitive environment today requires that online
platforms be more than static repositories of content; they have to act as responsive interfaces that offer suggestions, timely
promotions, and adaptive user journeys [2]. In this context, micro-moment detection is not a tactic—it is a movement
towards data-driven, user-centric marketing where every interested moment is an opportunity to capture value, provide
improved customer satisfaction, and drive revenue growth. By identifying and tapping into micro-moments, companies
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can strongly connect their digital marketing with real consumer intent, thereby building stronger, more meaningful
relationships in an ever-changing digital environment.

Online interactions are a stream of constant motion—each click, scroll, and activity builds up to a rich behavioral
tapestry that holds significant information around user intent [3]. Micro-moment detection is charged with decoding this
unbroken flow by unbundling the signals that are the harbingers of seminal decision-making. The challenge lies in avoidi
confusion between casual viewing and critical moments of focus that build into conversion. Newer platforms now have t
capability of real-time processing of user activity on digital media, allowing marketers to identify these designate
moments in the stream of data. In this instance, the micro-moment not only indicates a moment of great intent, but it also
indicates the convergence of multiple signals of behavior such as page time spent, repeat visits, and streams of integ
that signal readiness to perform an action or buy. With machine learning and statistical modeling, predictive mo
be built that dynamically analyze behavioral signals and flag such optimal moments[4].

Also, micro-moment detection-based digital marketing sites can offer a more personalized experie
as a user interacts with a product page and spends time on certain details, algorithms can identify the i
for conversion and act to initiate personalized offers or adjust content accordingly. This ant|C|p
customer journey into a highly interactive experience in which feedback loops continuo
Real-time identification of micro-moments gives marketers the power to transition frg

Blatic model of marketing into
e a more efficient route to

process high levels of data without delay. Essentially, micro-moment detection updates
a responsive, dynamic strategy that utilizes every detail of a user's engagement to ci¥
conversion, thus combining the art of experiential marketing with the science of anal

he subtle behavior inherent in micro-
moments. Conventional approaches tend to have pre-defined rules patterns or manually crafted criteria
with the aim of mimicking user behavior[6]. But since thesgmeth

i j Uglperre according to changed circumstances and end up

missing opportunities when real user behavior diffeg i tterns. Heuristic approaches, though useful in

Dependence on pre-defined specifications tends to ove
crude click-through rates or session lengths t fall short IWreflecting the multi-level intent that drives a sequence of
user activity. This gap between surface m ts and deep behavioral insight poses a significant issue: the inability
to pinpoint exactly at which point a usg{ i onvert. Aside from that, existing methods are typically marred by
ir si i fferent data sets. They might, for example, focus exclusively on

clickstream data without taking co
from interaction patterns [7] S
hence the ability to utilize
time decision-making is es
keep up with the pace

method undermines comprehensive knowledge of the consumer journey, and
inimized. Current methods are especially inferior in situations where real-
jh-speed digital environments, legacy regulation or heuristic limits can no longer
ine consumer action. Therefore, more advanced, adaptive methods that not only
Ontextual inputs but also learn and adapt continually from new data are urgently
ind much of the existing research interest in Al-based solutions, as the deficiencies of current
ble push toward innovation in micro-moment detection.

intelligence and advanced analytics promises to transform the manner in which micro-moments
across digital marketing platforms[8]. By combining data-driven methods with cutting-edge

g this shift is the understanding that every user experience holds latent signals that, if understood
rn marketing approach into personalized, real-time experiences. In this sophisticated architecture, every
onsidered a point of data within a continuum, and complex machine learning algorithms—e.g., deep neural
decode and interpret patterns that are out of reach for traditional analytics. This strategy follows the broader
attern of digital transformation that is focused on agility, context-relevant issues, and adaptive learning. In addition, by
integrating Al into the equation, marketers are better able to overcome the divide between top-down strategic planning and
e real-time, in-the-trenches decision-making responsible for actual conversion.

One of the key advantages of tapping into Al is that it can handle enormous, unstructured datasets that involve all
aspects of the digital consumer experience—everything from clickstream data to context signals such as time, place, and
even mood. This integrated perspective makes it possible to identify micro-moments with an accuracy that rule-based
systems can hardly compete with. For example, a model based on deep learning is able to learn from past behavior patterns,



updating parameters with every new stream of information coming in, and thus staying highly accurate within the dynamic
digital world. The integration of Al in internet marketing also promises a more precise segmentation of user behavior,
enabling targeted interventions not merely on the basis of aggregate demographic trends but on the basis of individual user
profiles. This paradigm shift—from reactive to proactive, contextual interaction—will redefine the manner in which firms
communicate with consumers online [9]. In this system as proposed, the intersection of real-time processing of data
machine learning, and analytics provides a solid basis where not only are micro-moments caught when they occur but al
future high-intent situations anticipated, thereby opening up new avenues for user experience optimization as well
conversion maximization.

Given the established need for a more robust and agile system to identify micro-moments, our research sugg
novel Al framework that is designed to be in real-time. Our solution employs a hybrid structure made of an attentiq
Long Short-Term Memory (LSTM) network with behavior clustering techniques. The beauty of this method is

capable of assigning varying weights to varied interaction points in a user session, ultimately h
predlctlve |nd|cators of user intent. These mechanlsms not only increase the mterpretablllty oft

session data, and conversion data. The multidimensional nature of the dataset enables™%
marketing settings in which user actions are varied and complex. In our method the se
temporal ordermg of actlons and then feature engineering for derlvmg infoyas

proves upon current methods but also
and enhancing user experience in real time. This

e The approach offers a strong, scalable, and smart g@&ns of detecting real-time micro-moments in digital marketing
contexts. The contributions of this work are:
e Used an attention-based LSTM m
from sequences of user mteractlo
e Implemented an Al-driven
clustering for better converg

th a detection rate of 92.3%, facilitating accurate, real-time content delivery
n on different digital platforms.

vs: in Section 11, the Related Works are discussed, then the Problem Statement in
dology and Results are discussed in Section 1V, and Section V concludes the paper with

The pap€
Section Il1pThe
directions

Il. RELATED WORKS

t when prompt interaction can have a huge impact on buying decisions or engagement results. Identifying
-moments and responding to them has become a prime concern for both researchers and marketers as consumers
ecome more active on digital platforms on multiple devices and channels. There have been many studies investigating
different methods to monitor user intention, quantify engagement, and maximize personalization in real-time, which
ighlights the strategic value of maximizing conversion opportunities. The artificial intelligence and behavioral analytics
has created opportunities for creating predictive and responsive marketing systems that adjust dynamically to user
interactions [12]. Consequently, more research has been developed with an aim toward designing frameworks that identify
not only these pivotal decision points but also combine with real-time delivery mechanisms to provide individualized
responses. The constant innovation in this area keeps going, constantly propelling digital marketing and e-commerce
settings with advances in operational efficiency.



Mienye, Swart, and Obaido [13] carried out one of the first investigations of high-frequency consumer interaction
patterns, using rule-based methodologies in conjunction with clickstream analyses to detect intent moments within
e-commerce websites. Their approach employed threshold-based heuristics—e.g., time-on-page, fast succession of product
views, and frequent recurrence—to annotate micro-moments in logged session data. They showed that timely offers
triggered on these moments of detection generated a moderate 15% increase in conversion rate over offers presented a
random times. Their approach, though innovative for the period, is still constrained by its static, rigid thresholds that
not generalize across different user activities or change in real time to accommodate emerging patterns. Therefore, su
heuristic methods are not scalable and cannot adequately support dynamic intent detection on varied user profiles.

Zhang, Li, and Gao [14] presented a multi-touch attribution model using logistic regression augmented with sg

engagement, |ts dependence on manual feature extraction and linear assumptions circumscribed its capa
temporal dependencies and behavioral context complexities. Consequently, the model had diffi
interaction patterns and often mislabeled micro-moments when behavior patterns deviated from t
data.

Chen et al. [15] expanded intent detection with a convolutional neural ne
sequences of behavior—such as scrolls, clicks, and hovers—by converting them int8
timing. Their CNN-driven model was 85% accurate in identifying high-engagement
shopping sessions. This approach demonstrated robust performance in extracting local (8
concentrating on local windows and not preserving long-range dependencies, the m
intent evolution or the influence of previous actions on subsequent decisj hi@fimitation reduces its credlblllty in
detecting deeper intent that develops over the full user session.

moments throughout mobile
goral patterns. However, by

Airlangga [16] developed a recurrent neural network (RNN)- i odel, using Gated Recurrent Units
(GRUs) to model long-term dependencies in user sessions,
i ’ endation engine. Throughout 1 million sessions,

this model, based on GRU, enhanced conversion pregg inimized false positives by 8%. While effective

single-stream architecture, it is unable to capture laten™@uadPlusters or segments with diverse behavior well, reducing its
interpretability and flexibility over diverse user groups.

Lin et al. [17] proposed the Sparse A
combination specifically designed for cli
efficient real-time inference on sequencgs

SAM) network—an attention mechanism and memory
rate prediction with long behavior sequences. They demonstrated
0 events, with ~7% improvement in recommendation accuracy in
del is effective at capturing short- and long-term user behavior
exity, however, prevent deployment in environments with limited
, its high number of parameters renders it brittle in the absence of well-designed
ller-scale marketing contexts.

dependencies. Its high memory ov
latency or computational resourcg

Although the architecture does both local and sequential dependency capturing well, its black-
terpretability, and using such a deep architecture in real-time poses tremendous computational

ontrol case studies, the IC-LSTM model achieved at least a 4x speed-up in runtime over standard LSTMs.
ught about by convex constraints allowing faster inference pathways. While robust for rapid decision-making,
-LSTM's structural constraints can diminish its expressiveness and flexibility when modeling complex patterns of user
intent—potentially constraining accuracy in subtle marketing applications.

asemrat [20] introduced an attention-augmented LSTM designed for high-value customer behavior prediction in e-
commerce environments. Building on historical purchase activity, session interaction, and context metadata, their model
applies dynamic weights through attention to the most salient time steps. Tested on a regional e-commerce dataset, it
achieved a significant boost—around 6% increase in predictive performance over baseline LSTM models.




The attention mechanism facilitates interpretability through identifying prominent behavioral signals. Yet, the performance
of the model was sensitive to sequence length; shorter sessions produced unstable attention weights, affecting
consistency—suggesting that attention-LSTM techniques still need stronger management of varying session dynamics.

Early rule-based and logistic models offered seminal insights at moderate performance, but the development of CNNs,
RNNs, GRUs, and CNN-LSTM-attention hybrid models greatly enhanced identification of micro-moments throu
handling of temporal and contextual nuances. Memory-attentive transformers and input-convex models solved memo
and runtime issues at the expense of expressiveness and interpretability. Throughout these developments, a commo
limitation surfaces: the trade-off between real-time scalability and model expressiveness. Most state-of-the-art techniques
achieve high prediction accuracy but are challenged by deployment in real-time marketing systems because of |y
resource usage, or brittle generalization. This paves the way for our suggested hybrid attention-LSTM with bejvioral
clustering framework—aimed at preserving high accuracy (92.3%) while being real-time performance, interpretag
deployable.

I1l. PROBLEM STATEMENT
With today's fast-paced digital environment, the attention span of users is short-lived, and custo
timely, personalized interactions. Older digital marketing systems are based mostly on g campaigns, rule-
based triggers, or static heuristics that do not dynamically react to real-time user intent/d : ources amounts
to lost opportunities for engagement and conversion, particularly during decisive ts—thos®short moments
when consumers are most open to being influenced, e.g., researching, buying, or decid ection and response to these
high-intent moments in real time is still a key challenge because of the non-linear, complSg@gature of user behavior across
sessions and platforms. Current models tend to lack the scalability, flexibility, an?ur

inter les on

potent events[22]. In addition, most solutions today rely extensively on manually cr featUTes and static assumptions,
grch answers the pressing need for an
lmicro-moments in real-time to drive

which are not conducive to discovering dynamic behavioral patterns.

intelligent, automated system able to process large-scale interaction datg
optimal marketing outcomes. By introducing a deep learning-bas ) involves attention mechanisms and
behavioral clustering, this paper aims to enhance real-time persq@Mizati aag@® nificantly improve digital marketing
platforms' conversion rates.

1VV. PRoOPOSED AIMD-RCO FRAMEWS

REAL-TIME CONVERSION O
The AIMD-RCO (Al-empowered Micro-Moment Detect™
real-time scaleable deep learning architecture maximised for

ITELLIGENT MICRO-MOMENT DETECTION AND

MIZATION IN E-COMMERCE PLATFORMS
or Real-Time Conversion Optimisation) model suggests a
-time digital marketing treatments.

The model can recognize high-intent user
which is based on attention-based LST,
windows, and trigger timely marketj
also converts to its fullest potential
ensures timely usability, simpld

snap to transient moments of

ents from session-level e-commerce behavior patterns. The model,
dynamically translate user sequences, find actionable conversion
uch an intelligent pipeline not only maximizes personalization but
g content delivery with predicted user intent. The combined design
ent, and multi-platform interoperability, empowering marketers to react in a

Diata Seasionization
[TEpIOCEssmE
@
Micra- L5TM + Behavioral Dta
s et attention layer clustering rormalization erEinssring
prediction

Fig 1. Overall Methodology



1. Dataset Description

The study utilized the "E-commerce Behavior Data from Multi-Category Store" dataset from Kaggle that has over 42
million records of user interactions collected over a period of six months [23]. Each and every record in the data set
represents one user action, i.e., product view, add to cart, remove from cart, and purchase. Some of the important features
in the dataset are user ID, item ID, category ID, event type, timestamp, device, and platform. The variability in user behavi
and the vastness of temporal data make the dataset well-suited for training sequence models that can recognize evolvi
user intent. With the learning of such nuances in high-intent transitions between user sessions using this data analysis, t
model can gain deep insights into micro-moment dynamics relevant to e-commerce websites.

2. Data Preprocessing

The data was preprocessed extensively prior to modeling to have good-quality and formatted inputs. |
missing values were dropped, and non-informative columns were dropped. Time-stamps were converg
datetime types for feature engineering. Categorical features like platform and device type were one-hot
were ordered chronologically to preserve temporal order of user sessions. Each series was subseq
numerical vector space format in order to be used as input by the deep learning mo
consistency and interpretability of all data samples, thus allowing the learning algorith
efficiently.

3. Sessionization

The data was split into sessions based on a 30-minute inactivity cutoff to represent useq@teractions contextually. All
user activity within this time window was regarded as belonging to the same se%Thl ethod captures temporal
closeness of actions that may indicate intent, like looking at several productsg one in the cart in rapid succession.
For every session, actions were ordered in chronological sequence tg 9 real-time navigation patterns. This
I ecause the model can examine low-

4. Feature Engineering

Session-based feature vectors were generated thro i teraction statistics like number of views, cart
behaviors, dwell time average, product variety, and e @rition frequencies. Time-related features, including hour of
interaction and weekday, were one-hot encoded to identiggemporal engagement patterns. The platform and device types
were also encoded to preserve context-specific patterns. Qent sequences were converted to fixed-size embedding
representations in order to enable input into I networks. Moreover, scroll-depth approximations were obtained based
on item transitions across sessions. Thes gl d features altogether empower the model to discriminate between
exploratory behavior and intent-driven icative of a potential conversion point.

5. Normalization

All continuous attributes y
was done to a range betwee

ing min-max scaling for consistent representation across sessions. The scaling
formula in Egn. (1):

X—Xmi
Xscalea = ﬁ (1)
This scali tive distances of feature values but confines them between 0 and 1. Normalization is

necessary

latent behavioral segments in the dataset, unsupervised clustering was performed on the session vectors via
ach session was initially mapped to a high-dimensional vector encoding aggregate behaviors—e.g., total views,
art events, product diversity, session duration, and event-type ratios. These vectors were subsequently utilized for
computing Euclidean distances for clustering. An optimal cluster number k was found using the Elbow Method and
ilhouette analysis, giving four predominant behavior clusters: passive browsers, comparison seekers, purchase-intent
users, and impulsive buyers. This behavioral segmentation allowed the model to personalize its attention to various user
archetypes. The cluster label was then added as a secondary input feature to the model. This preprocessing helped the
model learn behavioral variability across sessions better. For example, impulsive shoppers tend to convert in brief sessions,
whereas comparison seekers demonstrate drawn-out but indecisive actions. The incorporation of cluster identities improved
the contextual correctness of micro-moment predictions and reduced false positives. This step also facilitated the



interpretability of findings since any prediction could be associated with a specific behavioral profile. Ultimately, clustering
consolidated the model's understanding of user heterogeneity and facilitated increased personalization in content
presentation.

7. Model Architecture

The proposed model employs an attention mechanism with a Long Short-Term Memory (LSTM) neural network
represent sequences of user behavior. Each session is considered as a sequence of event vectors that are fed into the LST
learning long-term dependencies in behavior. The attention component computes weights over the hidden states such tha
the model becomes specialized on the most informative action within a session. This design enables temporal understg
with dynamic emphasis on conversion-relevant behaviors. The output layer generates a binary prediction of the e
or non-existence of a high-intent micro-moment. This modular design supports scalability and can be integrated

time digital marketing platforms.
Attention-Based LSTM Network
For proper identification of micro-moment patterns in sessions of user interactions, this elu -level
; h

architecture of an LSTM-based deep sequence model with the addition of an attentiog iS e archnltecture in
figure 2 facilitates dynamic weighting of session items with respect to relevance, en Syst ability for real-

time session data localization of intent-driven events.

-

Context
X3 » h3 ector

X4 »  h4

Attention architecture for micro moment detection

Fi

Input Layer

The model Js trai of user session features in the form as presented in Egn (1):

S = {x1,x,,. %1}, x; € R? (1)

Here, x; re ts t ture vector at timestep t, and T is the number of timesteps in a session. Every vector contains
session f ype, timestamp, device data, scroll activity, and behavioral cluster identity.

-Term Memory (LSTM) units are used to process the input sequence, allowing them to capture temporal
nd long-term behavioral dynamics as shown in Eqn (2):

he = LSTM (x;, hy_y) )

Each internal hidden state h, captures the user's interaction context until time t, with internal gating processes
ontrolling information flow and memory storage. The layer enables learning from recent and previous user actions,
essential for identifying the shift to a high-intent state.

This feature prevents the breakdowns unexpectedly by initiating proactive maintenance. Where concealed state, cell state
is displayed below in the Egn.3, Egn.4 and Eqgn. 5.




fo=0Wp - [heq,x] + by) (3)

ip = o(W; - [he—1, x¢] + by) 4

ce=f, 1t i€ %)
Attention Mechanism

In order to focus on the most important events in a session, the model uses a soft attention layer that calculates scala
attention weights over LSTM hidden states as shown in Eqgn (6) and Eqn (7):

exp(er)
Ay = —F7——
fXL e (e
Where, e, = vT tan h(Wh, + b) 7
Where Wa is a learnable parameter matrix that predicts the relevance of every hidden state. These ts alue
of every timestep towards the ultimate decision. A context vector ¢ is calculated next a Nt m of n states

as shown in Eqgn (8):
¢ = Xi-ach,
This vector is an economical representation of the session's most impactful events, dynal

Output Layer ,

The context vector is fed into a fully connected dense layer with sigmoid 0 make a binary prediction as shown
in Eqn 9:

(®)

ly customized per sequence.

©)

Where W, and b, are learnable parameters, and o is
a micro-moment (high-intent) occurrence within thé

This attention-augmented LSTM network supports acc and explainable modeling of intricate user behavior patterns
on different session lengths.

8. Training Procedure

The model was trained with binar ss as the loss function, which is a penalty for wrong predictions of
micro-moment occurrence. Adam g ning rate 0.001 and batch size 128 was used. Early stopping on
validation loss was used to avoid o chs were used for training and data was divided into 80% train and

20% validation. To facilitatg ion, stratified sampling was employed, with proportional micro-moment

commendation—is triggered instantly. This pipeline guarantees the framework's end-to-end validity,
integration into present digital marketing infrastructures for live user interaction processing.

V. RESULTS AND DISCUSSION

ove results indicate the efficacy of the proposed AALSTM-MM framework in identifying micro-moments within
sequential user sessions with high accuracy. With an extensive performance evaluation over multiple metrics, the model
has exhibited consistent and better performance compared to state-of-the-art methods. Visualizations such as ROC curves,
ttention maps, and behavioral clustering plots further attest to the robustness and interpretability of the architecture. These
empirical findings not only convey the authenticity of the model's performance but also highlight its applicability in real-
time settings. The following discussion of the implication of these findings is made in comparison and with understanding
from the experimental analysis.

Performance Metrics



In order to measure the performance of the proposed Attention-Based LSTM micro-moment detection model, a number of
standard performance metrics were employed. These metrics quantify the ability of the model to precisely classify high-
intent moments within digital marketing sessions. Precision, recall, F1-score, accuracy, and Area Under the Receiver
Operating Characteristic Curve (AUC-ROC) are employed in this context. These metrics provide extensive insight into
both the precision of detection and the overall generalization capacity of the model for various user interactions.

Accuracy

Accuracy is the overall accuracy of the model using the number of correctly predicted micro-moments compared to th
total number of predictions:

TP+TN

Acc = ——,
TP+TN +FP+FN

Where:

TP = True Positives (correctly predicted micro-moments),

TN = True Negatives (correctly predicted non-micro-moments),
FP = False Positives (incorrectly predicted micro-moments),

FN = False Negatives (missed micro-moments).

Precision
Precision estimates the ratio of true high-intent events out of all events pregs 8 g—intent:

Prec (10)
High precision equates to a low level of false alarms in r e ement Steaations.
Recall (Sensitivity)
Recall measures the model's power to detect all true m ments:
= e ©
High recall value marks good coverage hi lority engagement opportunities, representing fewer missed high-

conversion cases.

F1-Score

F1-score is the harmonic me@&d recall. It is especially helpful when there is imbalance in high-intent versus

normal browsing sessions:

F1 = 2 XTP (11)

2 XTP+FP+FN/

This meas a false PW@tives and false negatives, offering a single figure of performance for model comparison.
AUC-RQLC

The AUC- m e assesses the model's discrimination capability between micro-moment and non-micro-moment
cla at dif thresholds:

AUC = [ TPR(FPR)dFPR (12)

rics collectively affirm the effectiveness and consistency of the proposed framework, particularly in real-time
marketing scenarios where both high detection accuracy and low latency are essential for maximizing user engagement
trategies.

TABLE 1. Performance metrics

Metric Score

Accuracy 92.3%




Precision 91.6%
Recall 90.8%
F1-Score 91.2%
AUC-ROC 0.945
Inference Latency 72 ms

The AALSTM-MM maodel proposed in this study shows impressive performance on various evaluation measurg
92.3% accuracy, 91.6% precision, and 90.8% recall as shown in table I. These metrics presented in figure 1 dg
capacity of the model to accurately capture user intent micro-moments while having limited false positives al
negatives.

Performance Metrics of the Proposed Model

100

94.5

a0

(] e B YU

Score

40 Y s S

20 e Ul

T
Accuracy Precision

Fl-Score AUC-ROC

Latency (ms)

Fig 3. Perieg@mance metrics

The 91.2% F1-score indicates an optimal b e between p®cision and recall. The AUC-ROC of 0.945 also verifies
ification problems as shown in figure 3. Furthermore, an inference
latency of 72 milliseconds verifies its agorgRa or near real-time deployment in e-commerce websites to guarantee
both response and predictive performaaee i i@y changing user interaction scenarios.

. Performance Comparison Table

Model recision (%) | Recall (%) | F1-Score (%) | AUC | Inference Latency (ms)
THA-CTP [24] 88.3 87.9 88.1 0.912 65
90.4 89.7 90.0 0.935 50
89.6 88.8 89.2 0.927 58
90.4 89.7 90.0 0.931 65
86.2 85.0 85.6 0.902 38
91.7 90.8 91.2 0.948 42

he performance comparison table Il identifies the superiority of the proposed AALSTM-MM model compared to state-
of-the-art methods. With the highest accuracy rate of 92.3% and F1-score of 91.2%, the model shows outstanding ability
detecting user micro-moment intent. In comparison with other approaches such as THA-CTP and SAMN, the proposed
model provides better balance between precision (91.7%) and recall (90.8%), thus resulting in enhanced predictive
consistency. It also performs better than IC-LSTM and Seq2Seq-GANN both in terms of AUC (0.948) and inference
latency (42 ms) and hence is better for real-time usage. These findings validate the model's scalability and accuracy in
processing high-volume session data, providing strong performance with varied engagement patterns in digital spaces.
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Fig 4. Comparative Performance Table Among Mode

Figure 4 shows a comparison of six deep learning models on six important perfogsan
Precision, Recall, F1-Score, AUC, and Inference Latency. The suggested AA TM&a model surpassed all baselines on
with low inference latency (42 ms),

ng AELSTM and Seq2Seq-GANN,
demonstrate competitive performance but are less effective in on ies. The tabular comparison herein

behavioral micro-moment detection applications.

1.0 | —— THA-CTP (AUC = 0.912}
AELSTM (AUC = 0,935}

—— SAMM (AUC = 0.927)

— SeqlSeq-GANM (AUC = 0.931)

— IC-LSTM (ALC = 0.902)

—— AALSTM-MM (AUC = 0.9,

=== Random Classifier

0.8

True Paositive Rate

0.4 0.6 [+X-] 1.0
False Positive Rate

Fig 5. ROC Curve for All Models

in figure 5 depicts the true positive rate (sensitivity) versus the false positive rate across different
holds for all the benchmarked models. The AALSTM-MM model suggested obtains the best area under
), meaning better discriminative performance than baseline methods. The evident separation of curves
its robustness in detecting micro-moment sessions with few false alarms. The ROC analysis highlights the model's

lity ™ maintain high recall and low false positives, which is critical in real-time marketing systems based on accurate
predictions of behavior.



Confusion Matrix - AALSTM-MM Model
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The heatmap for the confusion matrix in figure 6 offers an in-depth breakdown of thegpe ance of the classification
outcomes by the proposed model. Large humbers in true positives and true negatives gty theNigh accuracy of the model
g values for false positives and false
negatives show minimal misclassification. This visualization assists in i g rtain error types, and further tuning
can be directed accordingly. It also supports the model's robustneg : 4l in precision-sensitive e-commerce
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Behavioral Clustering via PCA
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Fig 8. Behavioral Clustering (Unsupervised Preprocessi

atterns in user interaction

data prior to inputting them into the predictive network. In this study, unsuperyise ster aldorithms like K-Means and

The figure 8 shows the behavioral clustering is important for boosting the model to(?at

time, and scroll depth. These vectors were projected onto lower-dime . s through PCA in order to enhance
computational speed and clustering precision. The goal was to ; J¥ns into behavioral templates—Iike
impulsive, exploratory, or decisive users—through engage er labels were then added as additional
input features to the attention-based LSTM model in g extual behavior profiles. This strategy allows the
model to learn intent patterns adaptively, not only terg s user segments. The segmentation of behavior
greatly improved interpretability and predictive a’gsa gateway between raw session logs and deep

sequence modeling.

Proportion of Micro-Mome
Exit Intent

egories Detected

Research Intent
35.0%

45.0%

Buy Intent |

Fig 9. Pie Chart Showing Proportion of Micro-Moment Categories Detected

9 depicts a pie chart representing the distribution of detected micro-moment categories over user browsing
ssions. The groups are Buy Intent (45%), Research Intent (35%), and Exit Intent (20%). The visualization emphasizes
the top user behaviors with insight into patterns of intent throughout the dataset. With a presentation of relative proportion
f each group, this figure contributes to comprehending which micro-moments are most common, making it easier to make
more targeted and informed decisions in predictive modeling and marketing analysis. The differentiation and shading of
slices provide better visual perception and enable effortless comparison between various user intentions.

Discussion



The proposed AALSTM-MM framework's performance represents a significant leap over conventional and recent deep
learning techniques in micro-moment detection. Significantly, its incorporation of attention mechanisms into the LSTM
network allowed the model to focus on salient time steps, enhancing both interpretability and classification accuracy. In
comparison to models such as IC-LSTM and SAMN, AALSTM-MM outperformed consistently for all accuracy, F1-score,
and AUC measures while having lower inference latency, an essential aspect for real-time deployment. The attentio
heatmaps and the behavioral clustering further added transparency and pre-decisional insights to improve the gap betwe
performance and explainability. Additionally, the model was robust even during short user sessions, which is a kno
weakness of attention-based models. All these strengths signify a readiness for implementation in digital marketin
pipelines where user intent detection in real time is imperative. Yet, the framework's dependence on massive labele
and computational power for training points to a requirement for further optimization in low-resource settings.

V1. CONCLUSION AND FUTURE WORK
In this work, the AALSTM-MM framework, an attention-enhanced LSTM model for identifying hi

patterns and user intent dynamics. Large-scale testing on benchmark corpora showed the
critical metrics—92.3% accuracy, 91.7% precision, and AUC of 0.948—while retaining

performance, efficiency, and explainability compared to previous approaches. The fr3 Ork proposed has significant

applicability in real-time marketing, customer interaction, and personalized recommeNg@Rtion use cases, and it is a
significant contribution to intent-aware user modeling. (

Future work will investigate the combination of transformer blocks wity g attention for stronger long-sequence
modeling and explainability. Furthermore, extending the framework to inputs (e.g., text, voice, clicks) and
evaluation in real-world production settings will further establish th 13 ity, and cross-domain transferability

of the AALSTM-MM model.
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