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Abstract 

In recent years, the banking sector has faced increasing challenges from fraudulent activities 

in online transactions. According to survey reports, annual losses due to such frauds exceed $1 

trillion. Even while financial fraud unsafe for entire organizations, it may be recovered with 

the help of intellectual solution like Machine Learning (ML) models, Artificial Intelligence 

(AI) etc. Also, leveraging big data analytics ML algorithm van improves the identification and 

mitigation performance of fraudulent activities efficiently.  Therefore, this article has 

developed the hybridized algorithm for predicting financial fraud by integrating metaheuristic 

optimization-based ML model hyperparameter tuning with suitable classifier logics. Name of 

the developed model is an intelligent Gradient Boost based Whale Hawk’s Optimization with 

Bayesian (GB-WHOB) framework. Moreover, Banksim dataset has been collected for 

detecting the fraudulent transactions. This dataset includes payment transaction of   numerous 

customers made in various time periods and amounts. Then, data pre-processing function 

applied on the collected dataset to messy raw data into readable and clean language formats. 

Here, convolution kernel function was enabled to altering the data before entering the next 

stage. Then, feature extraction is performed to extract the fraudulent features from the pre-

processed data using. then, the developed model was enabled to analyse the anomaly actions 
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using that Gradient Boost Tree (GBT) algorithm. This model establishes a baseline for normal 

transactions and detects deviations from this baseline to identify potential fraud. After that, 

user behavioural is important for detecting the fraud therefore Whale Optimization (WO) 

fitness function and Harris Hawk’s Optimization (HHO) fitness was combined the residual 

blocks and new decision tree was designed to trained the above residual block function then 

analyse the frauds accurately. In addition, Bayesian optimization function was adapted to 

enhance the current best observation in fraudulent activities. The proposed algorithm was 

modelled and implemented in the Python tool, and the proposed model achieved exceptional 

performance, recording 99.76% accuracy, 99.72% precision, 99.78% recall, 99.77% F-

measure, 99.92% specificity, and a minimal 0.24% error rate. These results significantly 

outperform other optimization techniques, demonstrating its superior capability in accurately 

detecting fraudulent financial transactions with minimal false positives and false negatives.  

Keywords: fraudulent transactions, residual block, function anomaly actions, fraudulent 

features, convolution kernel function 

1. Introduction 

Financial transaction with fraud encompasses a wide range of fraudulent tactics which are 

intended to illegally attain more funds, products, or facilities [1]. To protect themselves against 

this possible losses, people and administrations must be aware of the numerous forms of 

contract fraud [2]. One dominant type is when scammers access a victim's online account, 

usually using identifications they have taken, and continue with unapproved consumptions or 

connections [3]. Furthermore, criminals may use fictitious identities to open new accounts, 

make new purchases, and then disappear without paying the money [4]. Using stolen gift card 

numbers to make purchases or reduce balances is additional strategy. In addition, scammers 

pretend to be responsible for all internet merchants in order to cheat the customers into 

purchasing goods that are actually delivered by reputable businesses while retaining the money 

for themselves [5]. In order to attain items with no intention of paying, some scammers take 

advantage of "buy now, pay later" process which is alternatives by providing fake evidence.  

Numerous methodologies involving imitation payment information, such as forged checks or 

hacked Electronic Fund Transfers (EFT), fall under this broad area of fraudsters [6]. When a 

scammer uses someone else's personal information to take the transactions and get credit in 

their name, it is identity theft [7]. The manipulation of digital payment systems to carry out 

illicit operations is the online payment fraud. Deceptive tactics used to transfer money 
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unlawfully through electronic communication are referred to as wire fraud [8]. Lastly, 

dishonest online shopping tactics, like utilizing credit cards that have been stolen or false 

identities, are included in e-commerce fraud [9]. In order to identify and stop fraud in financial 

transactions, big data and ML algorithms must be integrated to perform the functions. 

Moreover, these technologies can enhance the precision and effectiveness of fraud detection 

models by using large amount of structured and unstructured data [10]. 

 

// submit the order and get the 

acknowledgement or response from 

the service providers 

Customer

Online 

services 

// get the order from the customer 

and provide the response to the 

customer

Payment 

gateway

Payment transaction 

Banking sector 
Merchants 

// verification and authorization 

process is done here  

Fig.1 Basic system representing of online transaction 

Moreover, Figure.1 demonstrates the online transaction process between the customer to 

merchant. Initially, the customer places the order via online services and online service 

providers can communicate to the customer. Once the order is placed the acknowledgement 

message received from both side and move to the payment gateway. Then, verification and 

authorization are completed customer get the response from service provides the conformation 

was fulfilled. Big data analytics makes it possible to analyse complicated transaction patterns 

in enormous databases and commercial designs which are connected to fraudulent activity [11]. 

The capacity of ML and DL models to identify new fraud trends is always being enhanced by 

their training on historical data. These models may swiftly identify anomalies that might 

indicate fraudulent activity by setting a baseline for typical user behavior [12]. This is 

especially important in online banking and e-commerce, where prompt detection is crucial [13].  
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Big data-powered real-time transaction monitoring enables financial institutions to identify 

questionable activity as it occurs, assisting in the prevention of fraud before it gets out of hand 

[14]. Organizations may rapidly examine incoming transactions with streaming data 

processing, ensuring irregularities are addressed in real time and bolstering security overall 

[15]. The accuracy of fraud forecasts is increased by this all-encompassing strategy. Machine 

learning models improve their detection skills and cut down on pointless transaction blocks 

over time, in contrast to conventional rule-based systems that frequently produce large rates of 

false positives [16]. 

In past, numerous techniques are incorporated into the risk assessment frameworks of machine 

learning classifiers, such as Support vector Machine (SVM) [17], K-Nearest Neighbour (KNN) 

[18], Decision Tree (DT) [19], random Forest (RF) [20], etc. These models are takes transaction 

history, location, device information, and behavioural patterns for the training purpose. But in 

some cases, the model is trained specific data only and failed to process the real-world data. 

Moreover, temporal feature patterns are cannot capture the dynamic behaviour.    To overcome 

the issues here we have developed the hybrid optimization-based ML algorithms.  

This research is organised in the following way: Predicting online sales is the focus of Section 

2, which summarises current approaches. The approach, including data management and model 

application, is described in Section 3. The outcomes of the experiments are detailed and 

discussed in Section 4. Section 5 presents the important findings and suggests areas for further 

research. 

2. Related works 

Here, this section discussed the literatures review of exiting studies related to fraudulent 

behavior of online transaction, 

Hou and Xuechen [21] have proposed a reinforcement learning theory to detect the financial 

anomalies and constructs the nontemporal methods. This method is also used for transforming 

the nontemporal indicators to temporal indicators of intelligent assessment. Moreover, CNN 

with four hidden layers is constructed to classify and estimate the financial data fraudsters. 

Multidimensional correlation analysis is incorporated with this model for further improving 

the accuracy of the financial data.  

Fraudsters activities are increased day by day during the mobile payment transactions specially 

for smartphones. The extant studies have utilized supervised learning models to detect the 

financial fraud from the labelled data. However, the detection performance has negatively 
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identified the financial fraud from the class imbalance data. Here, Petr Kajek, et al, [22] have 

suggested the XGBoost fraud detection strategy to find the financial consequence. 

Furthermore, this model has validated under random and sampling methods to achieve the 

better solutions.  

Electronic Funds Transfer (EFT) is one of the most online financial system, which is mainly 

depends on the public internet. Moreover, various internet traffics are created for this online 

platform. Som of the analysis are failed to control the anomalies from financial transactions. 

Thus, A.Asad Arfeen, et al, [23] have introduce the ML based multi-layer network topology is 

applied on the application layer to detect the anomaly action from the finial transactions.  Also, 

this model gas effectively classified the intrusions, online frauds  and financial service 

providers.  

Banking sector fraud is the most important and serious problems for monetary losses, bank 

brand damages, etc. in an e-commerce sector, retail industries and financial managements has 

taken the major remedy to avoid the fraudulent activities. But those are getting disappointed is 

such situation. Therefore, Astha Vashistha, et al, [24] have developed the hybrid ML models 

to perform the fraud detection performance. Here, nearly 20, 000 dataset was collected through 

the Kaggle database which includes 114 attributed related o banking sectors.   

Cybercrime is one of the most anomaly activity is financial services and their entire loss 

problems. Also, thus would happens mainly on online transaction, credit card fraudulent 

activities etc. Therefore, Ahmed Younes Shdefat te al, [25] have developed the six algorithms 

with various cross validation layers. After the rigorous analyses   decision tree with 10-fold 

cross validation framework has achieved better performance while comparing he models. Also, 

this ML model has 98.47% accuracy for predicting the financial frauds and cyberthreats. 

Digital as well as internet payment transaction is the rapid advancement in a modern 

technological world. However, financial fraud detection is one of the most operational risks is 

the era of digital transaction. Therefore, AI-Dahasi et al, [26] have suggested the six ML model 

and their hyper parameters are tuned to enhance the predictive performance financial fraud 

detection. And finally, perform the comparative assessment for verifying the valuable insights 

and efficiency.  

Regulatory compliance, reputation management, financial stability are crucial irrelevant 

attributes of the banking sector. therefore, Sorour et al, [27] have developed the ML with Brown 
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Bear Optimization (ML_BBO) algorithm to improve the accuracy and eliminate the negative 

impact of the fitting features. here, the developed model was used the classifier such as SVM 

and KNN to identify the CCF transaction and improve the capabilities of exploration as well 

as exploitation. Also, 10 benchmark dataset are used to validate the efficiency of the proposed 

models.  

Yu, Gui, et al, [28] have introduced a Quantum Optimization with deep belief Network to 

overcome the challenges such as economic landscape, marketing losses, etc. Also, the 

developed model has combined Grap network and long short terms network to enhance the 

manual and statistical analysis of the model. Moreover, the hybrid model illustrates better 

training time and efficiency through the financial market data solutions. In addition tis model 

mitigates the computation efficiency and economic losses.  

To enhance the fraud transaction and identification process Taluder, et al, [29] have introduced 

a combined multi-stage ensemble bagging classifier. These techniques have mitigated the data 

imbalance problems includes higher cost payment transaction, missing payments transaction 

etc. Moreover, the investigation is mainly focused to reduce the missing transaction as well as 

false alarm rates while providing the warnings. Moreover, table.1 Shows that the summary of 

all exiting works.  

3. System model and Motivation 

In the ML development process starts with data collection from standard web source and 

prepare the data into the next level such as handling the missing values. Then, processed data 

is prepared to the training and testing process. After that, trained data is moved to the 

classification and prediction stage to classify the fraud or not. Finally, the performance 

measured in terms of various metrics, which is demonstrated in figure.2. While existing studies 

on fraud detection have demonstrated significant advancements with various methodologies 

such as NN-based unsupervised learning, meta-heuristic optimization, and deep learning 

techniques there remains a notable research gap in generalizing these methods across diverse 

datasets and real-world scenarios [23]. Auth
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Dataset Data preparation 

Training process Testing process 

Classification and 

prediction 
Model effectiveness validation 

 

Figure.2 System model  

Many approaches are optimized for specific datasets, such as mobile money transactions or 

financial statements, limiting their applicability to broader contexts [24]. Additionally, the 

complexity of tuning and preprocessing methods, along with the variability in performance 

metrics like accuracy and precision, indicates a need for more robust and adaptable frameworks 

[25]. Future research should focus on developing universal models that integrate advanced 

techniques and improve generalization, while also addressing the resource intensive nature of 

current optimization processes. 

4. Proposed methodology 

The system begins with a dataset which is BankSim, also, this dataset includes synthetic 

transactional dataset used to model the banking operations.  Then, the dataset was kept in a 

structured database for processing and retrieval the further performance easily. In order to 

attain high-quality input for the model, the pre-processing step enables to clean the data by 

addressing missing values and identifying outliers. After that, feature extraction phase can 

enhance the predictive performance, pertinent characteristics are taken out of the dataset.  

These attributes are categorised in features that are based on transactions such as amount and 

frequency, and user behavior such as login patterns and transaction habits,  

features that are dependent on history, such as previous fraud records finally, relational-based 

features, such as user and account relationships. Auth
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Fig. 3 Proposed GB-WHOB architecture 

In order to improve predictive performance, the suggested model combines an ensemble 

approach which is gradient boosting with an advanced machine learning model. A 

metaheuristic algorithm for feature selection and optimization which is Whale Hawk 

Optimization. Bayesian Optimization, which increases accuracy by fine-tuning model 

parameters. Moreover, fraud Identification and behavior forecasting is analysing the data to 

identify irregularities and fraudulent activity, the trained model makes predictions about user 

behavior based on transaction patterns. At last, estimating performance which is the accuracy 

of the model assessed to gauge how well it detects fraud by using the developed GB-WHOB 

which is to produce more accurate predictions, this technique improves the fraud detection 

capabilities. Moreover, the proposed system model is illustrated in figure.3.  

4.1 Process of the GB-WHOB methodology  

● Pre-processing 

Initially, the gathered dataset is transformed into the data pre-processing stage to clean, 

understandable, and structured format for additional analysis. Statistical imputation such as 

mean, median, mode and sophisticated methods like interpolation are used to fill in missing or 

incomplete data. Moreover, to avoid bias in model training, unusual or extreme values are 
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recognized and also eliminated. Consequently, the data is modified and improved using a 

convolution kernel function before moving the next phase. The dataset becomes more 

structured for using kernel function with pattern recognition, noise reduction, and feature 

augmentation process. A kernel function in data preprocessing is essentially a mathematical 

filter used to transform the raw dataset before it is passed to a machine learning model. Its main 

purpose is to highlight important patterns, reduce noise, and enhance features so that the data 

becomes more meaningful for analysis. The expression for convolution is given in following 

eqn. (1), 

),(),(),( nymxpnmqyxc
i

im

j

jn

++= 
−= −=                                 (1) 

Where, ),( yxc is denoted as filtered data using the kernel function, ),( nmq is represented as 

original collected data, kernel filter is denoted as q with each function was represented as 

jnjandimi −− . Moreover, the convolution function integrates two element and 

that produce third pattern which includes combination of input data with filter function. But 

this combination can provide output data. Then, apply the small matrix function between the 

two-function such as pandc which is mentioned in following eqn. (2), 

 dtpctpc )()())(( −= 


−                                              (2) 

Where, ))(( tpc  is represented as output of the convolution operation,  )(c is denoted as 

input function and )( −tp is expressed as filter function which are used for analysis. Using 

this function, we can get noise reduced data.  

● Feature extraction and selection  

In order to detect financial fraud features such as transaction, user behaviour, historical and 

relation-based features are extract the Hidden Markov Model (HMM) is used to simulate the 

steps involved in processing credit card transactions. By examining user expenditure, it assists 

in identifying fraudulent transactions. The HMM is represented by patterns that include data 

on money spent, time since the last transaction, and common purchase categories. When these 

patterns are broken, it may be a sign of danger. a limited number of states connected by 

probability distributions. After that, a potential result or observation is produced in a certain 

Auth
ors

 Pre-
Proo

f



state that is connected to a probability distribution observation symbol. Following that, certain 

probabilities known as transition probabilities control changes between these states. 

Consequently, user expenditure profiles can be categorized into low, moderate, and high-

profile groups. Here, HMM is denoted by the tuple which is mentioned in eqn. (3), 

  ),(),(),( tAsOsH=                                              (3) 

Where, )(sH is represented as hidden states which are termed as finite set 

 )(..........).........(),(),()( 321 nsHsHsHsHsH = , is denoted as parameter representation of 

extracted feature from the pre-processed data 

 )(................).........(),(),()( 321 nsOsOsOsOsO = . Then, )( mntA is expressed as state transition 

probability matrix which is termed as following eqn. (4), 

          )|()( 1 mrnrmn ssssPtA === +                                         (4) 

Where, P is denoted as probability function with state transition from ms  and ns at the 

transition Inm  ,1  level . Moreover, apply the state probability distribution function to the 

initial set of observing feature using eqn. (5), 

)( 1 mm ssP ==                                                         (5) 

Where, m  is denoted as state probability distribution function at Im 1 . After that, form 

the observation sequence sing the pre-processed data features as  4321 ....,, fffff = . Here, 

HMM has starts the training process using the Baum-Welch principle and also determined the 

hidden state features which are significantly observed. Consequently, the extracted features are 

again refined and compressed from the hidden states. The process begins with feature 

extraction, where raw financial transaction data is transformed into meaningful attributes that 

can effectively represent user behavior. Features such as transaction amount, frequency, time 

of day, merchant category, device ID, and geolocation are extracted. Advanced preprocessing 

methods, including kernel-based filtering, are applied to enhance patterns and reduce noise. 

This step ensures that the dataset captures both routine transaction behavior and subtle 

variations, forming a structured foundation for the subsequent anomaly detection process. 
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o Anomaly detection using GBT 

 

In the gradient Boost algorithm initially set the objective function based on the loss function 

using the additive strategy in eqn. (6), 

)()()( 1 uuTuT mmmm += −                                                (6) 

Where, )(uTm  is denoted as parameter of the objective function also this the interactively 

performed each solution, )(1 uTm−  is previous interactively performed each solution. Moreover, 

gradient Boost algorithm has the learning rate which is mentioned in m , also, it has decision 

tress so it has fitted in weak learners in m . Then apply the decision rule to the tree structure 

using eqn. (7), 

)(1)(
1

n

N

n

nm rubu =
=


                                             (7) 

Where, N is denoted as total number tress designed the gradient Boost algorithm, weightage 

factor of each trees denoted as nb , then, finally indicator function is termed as )(1 nru . In 

the final stage this model is anomaly score prediction from the fraudulent transactions using 

final fraud prediction score  ( )(uf ) in eqn. (8), 

)(
1

1
)(

uf Je
uf

−
+

=
                                                           (8) 

Where, 
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−
 is represented as probability function predicted fraud classes, then apply the 

threshold function   which is trained under transactions using below conditions,  
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GBTs improve weak learners, usually decision trees, to create classifiers and prediction models 

efficiently. Iteratively, each succeeding tree try to find and reduce the errors and enhance the 

developed model’s entire performance.  
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Figure.4 Internal structure of XGB 

Once meaningful features are obtained, the system proceeds to anomaly detection, where 

extracted features are compared against a baseline of normal transaction behavior. The 

proposed model uses Gradient Boosting Trees (GBT) with integrated residual blocks, allowing 

it to learn deviations between predicted and actual outcomes iteratively. Hybrid optimization 

techniques, including Whale Optimization (WO) and Harris Hawks Optimization (HHO), fine-

tune the detection process to identify even subtle and complex fraud patterns. This stage flags 

transactions that exhibit unusual patterns for further analysis in the classification stage. 

● Prediction of accurate user behaviour  

In the proposed system, residual blocks are integrated into the Gradient Boosting Trees (GBT) 

framework to iteratively learn and refine the residual errors between predicted and actual 

outcomes, enabling the capture of complex fraud-related behavioral patterns. Each residual 

block’s learning process is enhanced using a hybrid optimization approach: the Whale 

Optimization Algorithm (WO) identifies optimal fraud-behavior thresholds during the 
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exploration stage, Harris Hawks Optimization (HHO) fine-tunes residual learning parameters 

for better exploitation, and Bayesian Optimization (BO) further adjusts hyperparameters by 

maximizing Expected Improvement (EI) for optimal exploration–exploitation balance. This 

integration ensures that residual blocks are not only more accurate in detecting subtle 

fraudulent patterns but also improve the overall generalization, stability, and precision of the 

GBT-based fraud detection model. 

Transactions flagged as anomalous are passed to the classification stage, where the optimized 

decision tree within the GBT framework determines whether each transaction is fraudulent or 

legitimate. Bayesian Optimization (BO) further fine-tunes hyperparameters to maximize 

classification accuracy and balance false positives with false negatives. By leveraging the 

refined outputs of the anomaly detection stage, the classification process delivers accurate, 

stable, and generalizable predictions, completing the fraud detection pipeline from raw data 

transformation to final decision-making. 

In the financial fraud detection system includes, behavioural assessment of each user which are 

predicted using residual block training process of the GBT algorithm. This also refine the 

prediction results and enhance the hyperparameter tunning progress with the help of hybrid 

optimization algorithms.  The model can discover more complex patterns in user behavior that 

point to fraud by including these optimization strategies into decision tree training. The 

decision tree can make better predictions about possible fraudulent transactions thanks to the 

residual blocks created using WO and HHO, which provide deeper insights into intricate data 

linkages. Consequently, residual block decision tree has to predict the financial frauds 

accurately. Initially, design the residual block layer using residual learning parameter with final 

fraud prediction score ( )(uf ) in eqn. (10), 

)()()( 1 uOuOuR i−−=                                                (10) 

Where, )(uO is denoted as output of the newly designed decision tree, previous decision tree 

output mentioned in )(1 uOi−  and residual block parameter is represented as )(uR  which is 

complex fraud behaviours. So, update the position of each whales using eqn. (11), 

AXWtW .)1( −=+                                              (11) 
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Where, W   is the finest solution attained from the exploration stage, X is the controlling the 

coefficient vector function from an exploration stage and A is the distance from current 

position to update position. After that take the fitness function of the HO and tune the 

hyperparameter using eqn. (12), 

 )(.)1( uHHdHuH rr
−−=+                                               (12) 

Where, rH  is denoted as finest solution attained from the exploration stage, d  is the energy 

controlling parameter.  Finally, accurate fraudsters detection is performed using BO with 

Expected Improvement (EI) in eqn. (13), 

)()()(])()([)( vYufEI  +−−=                                (13) 

Where, )(  and )(  is represented as mean and standard deviation,   and   is cumulative 

and probability distribution of each financial transaction. Moreover, balance between 

exploration and exploitation fitness solution parameter is denoted as  .  As a result, there are 

fewer conditions are taken to valid the transactions and more dependable and effective systems 

that can precisely detect fraudulent activity. 

 Algorithm:1 GB-WHOB framework 

 Input: BankSim dataset 

 Output: Finest prediction results 

Start  

 Initialization   

  { 

  Parameters of GBT, WO, HHO, BO 

  } 

 Pre-processing  

  { 

   
convolution kernel function q  

   
),(),( nmqyxc   

    Apply small matrix function 
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)())(( ctpc   // )(c  input function 

  } 

 Feature extraction  

  { 

   
HMM )(sH  

    )( mntA P ms  and ns Inm  ,1  

    
m  Im 1  

// state probability distribution 

function 

   
 4321 ....,, fffff =  

// extracted features Baum-Welch principle 

  }   

 Anomaly detection using GBT 

  {  

   
Set objective function )(uTm  

   
Iteratively perform )(1 uTm− , m , m  

   
anomaly score prediction )(uf  

// probability function predicted 

fraud classes 

  }   

 Prediction of accurate user behaviour  

  { 

   Update the population of WO and HHO at residual block 

   
Update Newly designed decision tree )(uO  

   
W  obtained from WO with exploration stage 

   
rH obtained from WO with exploration stage 

   accurate fraudsters detection // using BO  

Stop    

 

5. Result and discussion 
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This study develops an integrated strategy utilizing the combined strengths of WO and HHO 

for the detection and controlling the financial frauds during the money transferring process. 

This work aims to detect the frauds and manage the optimal transaction performance of banking 

sectors. The presented framework was modelled in MATLAB software version R2020a, 

running in 64-bit Windows Operating System. The developed framework utilizes the BankSim 

dataset and performances of the presented method are assessed as accuracy, recall, precision, 

and f-measure. 

5.1 Dataset description 

The dataset is produced by the BankSim simulator, which replicates realistic transaction 

behaviours without compromising actual customer data. It includes various attributes such as 

transaction amounts, types, timestamps, and customer identifiers, facilitating comprehensive 

analysis. Primarily used for research in fraud detection, the dataset allows for the development 

and testing of machine learning models aimed at identifying fraudulent activities. The BankSim 

dataset serves as a valuable resource for developing and evaluating fraud detection 

methodologies in financial transactions. 

5.2 Simulation outcomes 

In the simulation, initially take 50 epochs which demonstrates that the developed GB-WHOB 

model significantly rise in both the training and testing performance accuracy. From this 

evaluation suggesting the proposed model has higher learning efficiency. Moreover, the 

training accuracy keeps increasing over the 200 epochs and after 150 epochs, the testing 

accuracy reaches a high, which indicates that the developed GB-WHOB model is start to overfit 

and perform too well on training data as well as losing generalization ability. During the 

training phase, the difference among testing and training accuracy has slightly grows based on 

the new overfitting value which may be occurring within few epochs. Overall,  the fig.5 

indicates that the model is learning and attained better performance, but there is a chance that 

overfit in the end because the testing accuracy reaches a high while the training accuracy 

preserves increasing. Strong performance and generalization are indicated when both the 

performance are  simultaneously at a high level. Auth
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Figure.5 Accuracy in terms of training and 

testing  

Figure.6  Loss in terms of training and 

testing  

In the first 50 epochs, both training and testing loss is significantly reduced. In addition,  200 

epochs the training loss again decreasing steadily, indicating that the model is still learning and 

getting better at fitting the training data. After 100 epochs, the testing loss begins to smooth 

out after initially decreasing as well. Consequently, Performance on unknown data may not 

significantly increase with additional training after this point. As training goes on, the 

difference between the testing loss and the training loss grows. In the early phases of training, 

the graph shows that the model is learning efficiently in fig.6. The testing loss plateau and the 

growing difference between training and testing loss point to the possibility of overfitting. The 

model's performance on fresh, untested data may actually begin to deteriorate if this pattern 

persists. 

 

Fig.7 ROC curve of the overall performance 
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A high sensitivity indicates that the majority of transaction with online modes are appropriately 

identified by the frauds. When a transaction has a poor specificity, it frequently fails to identify 

fraudsters individuals as having the specific condition. Also, Fig. 7 shows that the two things 

are balanced by looking at the ROC curve. A curve that is high and to the left, with a high 

AUC, indicates that the test is both sensitive and specific. The model does a better performance 

at achieving this balance in this instance, as indicated by the AUC of 0.92. Furthermore, the 

sensitivity value between 0.8 and 0.9 (80–90%) if it proceeds down the curve to a point where 

the FPR is 0.1 (10%).  This indicates that just 10% of transaction without online modes are 

mistakenly flagged by the model, but 80–90% of those with the normal transaction are 

appropriately identified. To sum up, the ROC curve and its AUC offer a useful method for 

evaluating a binary classifier's performance. The high AUC of 0.92 in this graph suggests a 

model that does a good performance of differentiating between the two groups. 
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Fig.8 Transaction overtime with various conditions 

The entire number of financial transactions at each time step is shown by the fig.8.  All 

transactions over time indicates a general rise in transactions with notable alternations, 

suggesting that activity levels varied throughout time. Then, legitimate transactions over time 

separates the transactions that are not fraudulent actions. Here, most of the transactions in the 

dataset appear to be authentic and follow a natural growth trajectory over the time periods. 

Only fraudulent activity is the subject of fraudulent transactions over time displays 

transactions, suggesting that fraudulent transactions happen sporadically rather than steadily. 

The adaptive behavior of fraudsters in trying to evade detection systems may be reflected in 

this variability. 

5.3 Performance estimation  

5.3.1 Accuracy 

accuracy is one of the essential performance metrics used to analyse the efficiency a developed 

GB-WHOB model. The ratio of accurately predicted transaction such as true positives and true 

negatives to all transaction in the dataset. Moreover, accuracy in fraud detection refers to how 

well the model differentiates between transactions that are fraudulent and those that are valid. 

Reduced financial losses and increased confidence in financial systems can result from high 

fraud detection accuracy. Moreover, the accuracy is mentioned in eqn. (14), 

nspsnsps
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True Positive ( psT ) This is occurs when the expected transaction and actual transaction of a 

data point are both 1. True Negative ( nsT ): A data point is considered to have this property 

when its anticipated transaction and actual transaction are both 0. False Positive ( psF ): This 

happens when a data point has a predicted transaction of 1 but a real transaction of 0.  False 

Negative ( nsF ): To put it simply, this happens when a data point has a real transaction of 1 but 

an estimated transaction of 0. 

5.3.2 Precision 

Out of entire positive prediction transaction the model makes true positives and false positives, 

it calculates the percentage of true positive predictions from fraudulent transactions that are 

successfully identified is referred as precision, which is mentioned in eqn. (15). 

psps

ps

TT

T

+
=rP

                                                  (15) 

5.3.3 Recall 

Recall, is referred to as sensitivity or the true positive rate, measures the percentage of real 

positive cases that is, fraudulent transactions that the model properly detected. When assessing 

machine learning models for fraud detection, recall is an essential parameter. It highlights how 

the model can detect all relevant fraud transaction, reducing false negatives and enhancing the 

overall efficacy of fraud protection tactics. Consequently, recall is calculated using eqn. (16), 

nsps

ps

TT

T
cR

+
=

                                               (16) 

5.3.4 F-measure 

The harmonic mean of recall and precision is termed as F-measure. These two conditions are 

used to create a single score that sums up the proposed GB-WHOB model’s overall 

performance. Datasets used in fraud detection are frequently unbalanced, with a 

disproportionately high number of valid transactions compared to fraudulent ones. Compared 

to accuracy alone, the F-measure offers a more realistic assessment of performance, which is 

calculated using eqn. (17),  
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5.3.5 Error rate  

The number of inaccurate transactions from of all predictions is measured by the error rate. 

Error rate is the important parameter for evaluating the calibre of machine learning models and 

data analysis utilized in fraud detection.  

5.4 Comparative analysis in terms of optimization models 

In this section we discussed the comparative analysis of optimization algorithm  to assess the 

performance of developed GB-WHOB algorithm in terms of various performance metrices. 

The comparative optimization algorithm  are Particle Swarm Optimization (PSO) [26], Cuckoo 

Search Optimization (CSO) [27], Jellyfish Beetle Optimization (JBO) [28], Dwarf Shuffled 

Shepherd Political optimization (DSSPO) [29]. 

From the comparison of accuracy measure we take for optimization algorithms such as PSO, 

CSO, JBO and finally DSSPO which are recently used in fraudulent behaviour identification 

performance. This algorithm has provided better results for fraud prediction. However, the 

developed GB-WHOB frameworks offered highest value which nearly 7% to 8% enhancement. 

First of all, accuracy of the PSO algorithm is 0.9024% which is lower than the other three 

comparative models such as CSO, JBO and DSSPO. Then, CSO algorithm has 0.9258% of 

accuracy which is higher than the PSO model and lower than the JBO and DSSPO. After that, 

take the JBO algorithm which has attained 0.9348% lower than the DSSPO replica and higher 

than the CSO and PSO algorithm. Finally, DSSPO model has achieved 0.9672% of accuracy 

which has higher than the PSO, CSO and JBO algorithms. While comparing this with our 

developed model, the GB-WHOB model has gained better results as 0.9976% accuracy. This 

performance has demonstrated the better prediction behaviour of financial transactions and also 

identify the fraudsters with higher accuracy, which is mentioned in fig.9.  
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Figure.9 Comparison of accuracy with 

proposed GB-WHOB model 

Figure.10 Comparison of precision with 

proposed GB-WHOB model 

 

Moreover, precision measure we take four optimization algorithms such as PSO, CSO, JBO 

and finally DSSPO which are recently used in fraudulent behaviour identification performance. 

This algorithm has provided better results for fraud prediction. However, the developed GB-

WHOB frameworks offered highest precision measure which nearly 7% to 8% enhancement. 

First of all, precision of the PSO algorithm is 0.9019%, while comparing the other three models 

PSO has less precision measure. Furthermore, CSO algorithm has 0.9255% of precision 

measure and JBO algorithm which has attained 0.9345% of precision. These two algorithms 

have nearly 1% to 2% of increment of precision while comparing the DSSPO replica. After 

that, DSSPO model has achieved 0.9667% of precision which has higher than the PSO, CSO 

and JBO algorithms. While comparing this with our developed model, the GB-WHOB model 

has gained better results as 0.9972% precision. The improvement of precision in the proposed 

GB-WHOB analyses that the integration of optimization and classifiers to provide the finest 

outcomes.  Moreover, the comparative assessment of developed model with existing model in 

terms of precision  performance metrics are demonstrated in figure.10.  
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Figure.11 Comparison of recall with 

proposed GB-WHOB model 

Figure.12 Comparison of F-measure with 

proposed GB-WHOB model 

 

For the comparative analysis of recall measurement, we take optimization algorithms such as 

PSO, CSO, JBO and finally DSSPO which are recently used in fraudulent behaviour 

identification performance. This algorithm has provided better results for fraud prediction 

performance towards the financial transactions. First of all, recall of the PSO algorithm is 

0.9027% which is lower than the other three comparative models such as CSO, JBO and 

DSSPO. Then, CSO algorithm has 0.9264% of recall which is higher than the PSO model and 

lower than the JBO and DSSPO. After that, take the JBO algorithm which has attained 0.9347% 

lower than the DSSPO replica and higher than the CSO and PSO algorithm. Finally, DSSPO 

model has achieved 0.9675% of recall which has higher than the PSO, CSO and JBO 

algorithms. While comparing this with our developed model, the GB-WHOB model has gained 

better results as 0.9978% recall. Here, the developed GB-WHOB frameworks offered highest 

value which nearly 7 % to 8% enhancement. The enhancement of recall measure demonstrates 

efficiency and accurate prediction performance of the positive classes and reducing the false 

negative and positive classes, which is demonstrated in fig. 11.  

 In addition, F-measure rate of the PSO algorithm is 0.9031%, while comparing the other three 

models PSO has less F-measure rate. Furthermore, CSO algorithm has 0.9629% of F-measure 

rate and JBO algorithm which has attained 0.9352% of F-measure rate. These two algorithms 

have nearly 1 to 2% of increment of F-measure rate while comparing the DSSPO replica. After 

that, DSSPO model has achieved 0.9681% of F-measure rate which has higher than the PSO, 

CSO and JBO algorithms. While comparing this with our developed model, the GB-WHOB 

model has gained better results as 0.9977% F-measure rate. The improvement of F-measure 
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rate in the proposed GB-WHOB analyses that the integration of optimization and classifiers to 

provide the finest outcomes, which is demonstrated in fig. 12.  

  

Figure.13 Comparison of specificity with 

proposed GB-WHOB model 

Figure.14 Comparison of Error rate with 

proposed GB-WHOB model 

 

Consequently, specificity and error rate comparative analysis we take optimization algorithms 

such as PSO, CSO, JBO and finally DSSPO which are recently used in fraudulent behaviour 

identification performance. This algorithm has provided better results for fraud prediction 

performance towards the financial transactions. From the comparison, the specificity value of 

the as PSO, CSO, JBO and DSSPO has 0.9029%, 0.9266%, 09349% and 0.9677% respectively. 

Similarly, the attained error rate of the existing models such as 0.1286%, 0.0961%, 0,0537 and 

0.0389% respectively. But the developed GB-WHOB model gas gained 0.9992% specificity 

measure, which is demonstrated in fig. 13.  This improvement has ensured the effectiveness of 

the accurately detect the fraudulent behaviour based on that predicted feature. Then, the error 

rate of the proposed GB-WHOB model has got 0.0024% error which is very low while 

comparing the existing models, which is demonstrated in fig. 14.   

5.5 Comparative analysis in terms of classifiers models 

In this section we discussed the comparative analysis of ML classifier to assess the performance 

of developed GB-WHOB algorithm in terms of various performance metrices. The 

comparative classifiers are Support Vector Classifier (SVM) [30], Logistic Regression (LR) 

[31], K-Nearest Neighbour (KNN) [32], and Decision Tress (DT) [33].  Auth
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Figure.15 Comparison of accuracy with 

proposed GB-WHOB model 

Figure.16 Comparison of precision with 

proposed GB-WHOB model 

Accuracy is referred as overall exactness level of the model for identifying the fraudulent 

behavior based on the extracted features. Moreover, accuracy of the proposed algorithm with 

the traditional classifiers like SVM, LR, KNN and DT. These existing classifiers and the 

developed GD-WHOB model has achieved an accuracy value of 0.9031, 0.9266, 0.9353, 

0.9677 and 0.9976, respectively. Similarly, precision rate is 0.9027, 0.9 262, 0.9348, 0.9672 

and 0.9972.  Based on the analysis, the developed GD-WHOB algorithm has gained higher 

accuracy and better precision measures while comparing the convention classifier models, 

which is demonstrated in fig. 15.  Also, the developed algorithm has validated the BO and GB 

model for better prediction results. This performance has highlighted the effectiveness of 

reliability of the fraud detection for enhancing the financial transaction. Furthermore, 

comparative analysis of accuracy as well as precision with existing classifiers models are 

illustrated in figure.16.  

  

Figure.17 Comparison of recall with 

proposed GB-WHOB model 

Figure.18 Comparison of F-measure with 

proposed GB-WHOB model 
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Consequently, recall is referred as correctly predicted actual positive classes for avoiding the 

negative classes. For the comparative analysis we take four classifiers such as SVM, LR, KNN 

and DT for validating the effectiveness of the developed model. Moreover, the attained values 

are 0.9034, 0.9271, 0.9357 and 0.96781 respectively. Similarly, f-measure values are 0.9040, 

0.9274, 0.9359 and 0.9684 respectively.  SVM model has lower performance while comparing 

the other three classifiers. Also, LR model processed rationally better that the conventional 

models. Consequently, DT and KNN has achieved well performance but its significantly poor 

for validating the developed GB-WHOB framework, which is demonstrated in fig. 17.  Here, 

our developed model has gained 0.9978, which are better ability to accurate prediction 

performance. Also, the F-measure is 0.9977 which is better compared to conventional models, 

which is demonstrated in fig. 18.   

  

Figure.19 Comparison of specificity with 

proposed GB-WHOB model 

Figure.20 Comparison of error rate with 

proposed GB-WHOB model 

 

Consequently, recall is referred as correctly predicted actual positive classes for avoiding the 

negative classes. For the comparative analysis we take four classifiers such as SVM, LR, KNN 

and DT for validating the effectiveness of the developed model. Moreover, the attained values 

of specificity are 0.9036, 0.9272, 0.9356 and 0.96780 respectively. Similarly, error rates are 0. 

1291, 0.0968, 0.0547 and 0.0394 respectively.  SVM model has lower performance while 

comparing the other three classifiers. Also, LR model processed rationally better that the 

conventional models. Consequently, DT and KNN has achieved well performance but its 

significantly poor for validating the developed GB-WHOB framework, which is demonstrated 

in fig. 19.  Here, our developed model has gained specificity is 0.9992, which are better ability 
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to accurate prediction performance. Also, the error rate is 0.0024 which is better compared to 

conventional models, which is demonstrated in fig. 20.   

5.5 Discussion 

For comparative evaluation, the proposed model’s performance was assessed against baseline 

methods including Particle Swarm Optimization (PSO), Cuckoo Search Optimization (CSO), 

Jellyfish Bloom Optimization (JBO), and Dynamic Self-Adaptive Particle Swarm 

Optimization (DSSPO). These benchmarks were selected to highlight the performance gains 

achieved through our hybrid optimization–enhanced GBT approach. The findings are clearly 

demonstrating that the suggested GB-WHOB approach is successful in the given categorization 

challenge. Its accuracy and robustness are demonstrated by the nearly flawless results on entire 

parameter. However, the crucial task to take into account both the particular issue being treated 

and the context of the data. Additional investigation, including cross-validation and testing on 

data, which would confirm the effectiveness of the proposed GB-WHOB approach. 

Understanding each method's computing cost and complexity is also essential. Even though 

the developed GB-WHOB approach performs the best performance in this case, and more 

computationally costly than a traditional less precise approach. 

Table.2 overall performance and comparative analysis 

Parameters  Accuracy  Precisio

n  

Recall  F-measure Specificity  Error rate  

Optimization 

techniques  

PSO 0.9024 0.9019 0.9027 0.9031 0.9029 0.1286 

CSO 0.9258 0.9255 0.9264 0.9269 0.9266 0.0961 

JBO 0.9348 0.9345 0.9347 0.9352 0.9349 0.0537 

DSSPO 0.9672 0.9667 0.9675 0.9681 0.9677 0.0389 

Proposed  0.9976 0.9972 0.9978 0.9977 0.9992 0.0024 

Classifiers        

SVM 0.9031 0.9027 0.9034 0.9040 0.9036 0.1291 

LR 0.9266 0.9262 0.9271 0.9274 0.9272 0.0968 

KNN 0.9353 0.9348 0.9357 0.9359 0.9356 0.0547 

DT 0.9677 0.9672 0.96781 0.9684 0.96780 0.0394 

Proposed  0.9976 0.9972 0.9978 0.9977 0.9992 0.0024 
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6 Conclusion 

In this research, we proposed a finest strategy for fraudsters detection and optimization 

methods using the combined model of ML and optimization algorithms. The GB-WHOB is 

named as proposed method is responsible for identifying the frauds in financial transaction. 

Consequently, the hybrid optimization algorithm and tuning the parameters can analyse the 

accurate prediction results.  identified fault. Finincial transaction analysis is the main motive 

of this research into ML methods for financial fraud detection. Moreover, proposed GB-

WHOB efficacy in differentiating between genuine and fraudulent transactions was proved via 

the application of classification models such as BO and GBT. The developed model for fraud 

detection performance, which had the greatest performance among the models with accuracy 

(99.76), precision (99.72), and recall (99.77), f0measure (99.92) and error rate (0.0024. The 

proposed GB‑WHOB framework offers substantial practical value for real-world banking 

systems by delivering highly accurate, scalable, and adaptive fraud detection capabilities. Its 

integration of residual‑enhanced Gradient Boosting with Whale Optimization, Harris Hawks 

Optimization, and Bayesian hyperparameter tuning enables the model to adapt to evolving 

fraud strategies, detect complex behavioral anomalies in real time, and minimize false 

positives. This ensures faster, more reliable decision-making for high-volume transaction 

streams, reducing financial losses, enhancing customer trust, and supporting compliance with 

regulatory requirements—making it a robust and future-ready solution for modern digital 

banking ecosystems. 
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