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Abstract—The healthcare sector is becoming more dependent on electronic health records (E

disease forecasting, risk evaluation, and mortality analysis. Although Al-driven models have enlRg

patterns and anomalies in time-series signals. The meta-learning approach ena
knowledge from previous tasks, enhancing its ability to predict new and ’ou
ECG data. The proposed LSTM-Attention model is evaluated agai ()

Machine (SVM), Random Forest (RF), and XGBoost. Experime
model outperforms these models, achieving superior pegfffma
abnormalities from ECG signals. The LSTM-Atte
(0.90), recall (0.91), F1 score (0.91), and ROC-AUZ

is 95 seconds, significantly faster than other mo®

unseen diseases from

nal models like Support Vector

demonstrate that the proposed
dicting HRV, arrhythmia, and

hieves the highest accuracy (0.92), precision

breov e prediction time for the proposed model

Keywords —Electronic Health Record; Meta-Lear \ Electrocardiogram; LSTM with Attention; Disease

Prediction; Accuracy.

|. INTRODUCTION

Continuous patient Electronic Ith Records (EHR) have received a lot of attention in healthcare analytics

recently [1]. Many studieglfe ducted to create strategies for predicting clinical risks such as death,
hospital readmission, thé Jhronic disease, and deterioration of an existing condition. The reasons for
zing patient EHRs due to factors such as noise, sparsity, and inconsistency,
and 2) the ne health risk prediction models to assist clinical decision-makers in identifying
potential at patients can receive better care. In response to these challenges, a variety of
compuigr alJNQ ve been developed, ranging from more standard methods to Deep Learning (DL)

models [

nt difference between healthcare challenges and applications in domains such as robot vision,
valuation, and machine translation is the scarcity of available sample datasets, as well as the high cost
or inability to collect additional samples [3]. Each data sample is paired with a specific patient in the context of
personalized patient risk prediction, which aims to forecast a specific clinical risk for each individual. With a
narrower focus on a certain condition, the already small world population of 7.5 billion people decreases even
further. Unfortunately, there is only a limited quantity of patient data available in a certain EHR corpus for
training a risk prediction model. Furthermore, the clinical dangers being addressed are extremely detailed. A

lack of comprehensive understanding of the biochemical pathways underlying the majority of deadly diseases


mailto:lakki.gr@gmail.com

complicates the design of effective treatments. To develop models that can reliably predict clinical risk, it is
essential to maximize the use of limited patient samples alongside existing knowledge about clinical risk and
predictive models. This study specifically focuses on predicting illness using ECG. ECGs provide a wealth of
critical physiological information for diagnosing a wide range of cardiac conditions. Their intricate patterns
carry vital insights, yet understanding these signals often requires highly trained specialists; even experience

doctors may struggle to identify subtle trends or apply their knowledge to new or challenging patients.
A. Current Challenges and Proposed Solution

Recognizing the complexity of ECG analysis underscores the need for advanced computational tec

to streamline and enhance diagnostic accuracy. The traditional Machine Learning (ML) pipeline

Cquire large datasets for

minimizing manual intervention in parameter selection. However, DL mo3¥
accurate predictions and are often applicable only for identifying specific diseas®@’hey are not suitable for

predicting rare diseases or conditions with minimal samples.

0 iJork. The LSTM-Attention model
sys zes ECG data and is capable of

To address these challenges, a meta-learning approach is pr

is chosen as the base model for meta-learning. The prop
predicting HRV, arrhythmia, and other abnormalj dings. This model is beneficial for predicting

facilitating appropriate treatment.

Identifying diseases from ECG requirgs more data WAd is affected by data quality issues such as noise,

sparsity, and inconsistency. Tradition. fail to identify rare diseases due to limited datasets. This paper

proposes a solution that overcome s by using meta-learning combined with an LSTM-Attention
model. The key contribution of
¢ The meta-learning tilized to predict HRV, arrhythmia, and other abnormalities using a

single model from

®t0 identify the most significant features for enhanced prediction accuracy.

ttention model is compared with traditional models such as SVM, XGBoost, and

sourced from MIMIC-III, which is highly unstructured and underwent extensive pre-

ing to enhance the accuracy of DL-based meta-learning prediction.

he rch paper is organized as follows: Section I details the importance of disease prediction from EHR,
s in current methods, and the need for meta-learning. Section II discusses recent research work on
EHR data. Section III covers the theoretical concept of meta-learning and the LSTM-Attention model. Section
V discusses the experimental setup, data used, and outcomes of the proposed model in disease prediction.

Section V concludes the research with future work.




Il. RELATED WORK

Various risk prediction models have been developed using ML, DL, and EHR data. Some of the recent works
in this area are highlighted in this section. Using feature extraction, the study [4] proposed an EHR risk
prediction model. By initially extracting structured text from EHR data using Natural Language Processing, the
researchers [5] recommend a system that employs ML techniques to categorize the text as an indicator of "goodg
or "bad" quality and then use it for prediction. Logistic regression and SVM were utilized as ML models. Th
research [6] proposed a system consisting of two models. The initial model included the development o
interoperable EHR systems with a uniform database structure. Module two covered tasks including cleg
and retrieving data from the EHR system, as well as evaluating and forecasting data. Using the prq
decision support system, the proposed system's accuracy in forecasting diabetes disease and the ELZZ3
interoperability were assessed.

The study [7] developed a multi-task learning (MTL) model to make clinical predictio,
EHR data. To demonstrate that MTL systems can overcome task imbalance ands [ ty [8]
compares their performance to that of traditional single-task models using
uniform input durations and variables, these models may be applied to all p§
learning was employed in one study [9] to address the diminishing data probl personalized models. The

study [10] aimed to increase disease prediction accuracy by utilizing EHR tempgqra@ata through a new hybrid

DL architecture. The architecture incorporates both CNN and LSTM networkzndings support the notion that

predictive model development should shift toward including co al network topologies, potentially
leading to more personalized models. The paper [11] proposes at ilegrates LSTM and Graph Neural
Networks (GNNs) to forecast opioid overdose risks. uti g te 1llness development and patient
interaction graphs. The model's dependence on gfF ata may raise privacy issues, and although

ctors in real-time scenarios. The research
[12] examines DL techniques for clinical decisio Port, utilizing electronic health record data to predict

illness stages, detect genetic markers, and anticipate ['"@@italization requirements. Although DL provides great

integrating various electronic health r ts.

The study [13] employs LSTM
infections, surpassing conventio odel as random forests in both precision and area under the ROC
curve. Although LSTM mog

annotated datasets, whicjllcan be

tured EHR data for the automated prediction of surgical site

cellent accuracy, they necessitate extensive, pristine, and meticulously
fictlt to acquire consistently across various healthcare environments. The
onset deliri data, surpassing the performance of conventional models such as logistic

regressiol e efficacy is significantly reliant on the quality of EHR data and feature selection,

and the counter difficulties with infrequent or unrecognized conditions. Paper [15] suggests
) ting lung cancer from EHR datasets using a DL architecture combined with Natural

essing (NLP). The text mining model can automatically forecast occurrences from input datasets,

DL with NLP is to different datasets. The evaluation demonstrated that the prediction accuracy
er than that of existing methods. However, there are some limitations in the DL models. The scarcity
of labeled datasets and datasets with long-tailed class distributions complicates a wide range of medical tasks.
ecause general practitioners may be unfamiliar with rare diseases and struggle to differentiate between them,
an Al-based decision-making model could help improve diagnostic accuracy.In recent research, many
algorithms have been proposed for handling EHR data and predicting diseases. However, there remains a gap

between research and real-time implementation. Proposed models often struggle with unseen data, rare




diseases, and new conditions. Most studies use data collected from the internet, which is typically sourced from
specific groups of people within certain locations or age ranges. This limitation makes such data insufficient for
deploying models in clinical settings. The research aims to address these problems using an LSTM-Attention-

based meta-learning approach.

I1]. THEORETICAL BACKGROUND

This section details the theoretical foundation of two important concepts in this research: meta-learning and

LSTM-Attention networks. It also explains how to integrate the LSTM-Attention model into the meta-leg§
framework. The nomenclature used in the meta-learning and LSTM-Attention networks is provid
Appendix 1 for reference.
A. Meta-Learning

In this case, the model is designed to learn from a limited number of samples. The key ep eta-

learning is to build on prior knowledge rather than starting from scratch to achie goaN@O|. This approach

ode t accepts an

the model parameters.

argmaxg logp(D|¢). A regularizer, such as logp(¢) (e.g., weig an be used, and optimization is
performed over the dataset with }};log p(y;|x;, ¢). Equations i Ipervised learning for optimizing

model parameters based on task-specific data.

argmaxg logp(¢|D) 0g p;fl')) 1)

gmaxy logp(p|D) )

= arg Maxy logp(D|¢) + logp(¢) 3)

= argmaxg Y,;log p(y;|x;, ) + logp() 4)

Given D = {(x,y1),..., (x, wher notes the input and y; denotes the corresponding labels, meta-

learning integrates prior e ith limited new data inputs. To merge existing knowledge with new

¢ log p((;bID, Dmeta—train) (5)

ential for the rapid execution of new tasks. This task becomes a maximum likelihood issue:
ID, Dypeta—train)- Using prior meta-training data, the goal is to optimize the likelihood of the
ncerning the new data. The likelihood process is regarded as an integration of the 6. To estimate
ration, a point estimate 8" for the 6is used. Meta-training p(6*|Dyyetq—train) inVolves acquiring meta-
parameters from existing meta-training data, while adaptation p(¢|D, 6*) focuses on deriving parameters for a
novel task using both new data and established meta-parameters. Equations (6-10) describe meta-learning for
optimizing model parameters using prior knowledge from meta-training data to enable fast adaptation to new

tasks.

(¢.D.Dineta—train)
lOg p(¢|D’ Dmeta—train) = lOg P90 Dmeta-train) (6)

p(D.Dmeta—train)



— lOg J‘ p(¢,D)p(0,Dmeta—train) do (7)

p(D.Dmeta—train)

_ p(¢,0,0)p(0,Dmeta—train)

- lOg f p(D,0)p(Dmeta—train) df (8)

= lOg f p(d)lD! 9) p(ngmeta—train) do (9)
~ lOg p((;le! 9*)p(9*|Dmeta—train) (1

Where 6" = argmaxg p(0|Dpeta—train)- TO estimate the new task argmaxy logp(@|D, Dimera—train)

argmaxg logp(¢|D, 8%), where ¢ represents the task-specific parameters and 6" denotes the initial infor
distributed across all tasks.

In summary, acquiring a new skill involves two stages. The first stage is gaining profici
learning parameter 6" = arg maxg p(0|Dyeta-train), followed by refining it using adite
¢* = argmaxy p(¢|D,6%).

9*

Task-1 Y Task-2

I I

\(xlxyl) (x2,¥2)
D

Fig. 1 et ning for new task prediction.

A\ 4

Figure 1 shows the working ta-learning in new task prediction and it illustrates the involvement of

meta-parameters in new eta-parameters are updated based on task-specific parameters using

a limited number of new 1 t pairs. Ultimately, the updated ¢* is utilized for prediction. The algorithm

ract the training data D; for task T;.
Train the model on task T; using the current 6.
c. Update meta-parameters 6.
6" = argmaxg p(6|Dimeta-train)
Step 2: Adapt at New Task
a. Extract New Task Data

b. Initialize Task-Specific Parameters ¢




c.  Update task-specific parameters ¢ using new task data D and the prior 8".
¢* = argmax, p(¢|D, 6")
Step 3: Evaluate the Adapted Model
Step 4: Repeat Steps 2 and 3 to adapt the model to different tasks, using the prior 8~.

B. LSTM-Attention
This section details the importance of combining LSTM and the Attention mechanism. First, the architecture

and working of LSTM and the Attention mechanism are detailed. Next, the proposed model is explaine

LSTM: When handling large volumes of sequencing data, LSTM is recommended as a training

The gated state enables LSTM to exercise more control over the transmission state compared
RNN. After a long state c(;_), the forget gate f(,) retains or discards the input. The input o

whether to allow the input data to the current state of the memory cell ¢ .

similarly to the input gate by deciding to send the signal from the current tg

illustrate the calculation principles for each gate structure [24].

foy = o(Wrxwy + Vrhee-ny + by) (11)
iy = o(Wixey + Vihg—1) + by (12)
oy = o(Wox(ey + Vohe—a (13)
o) = fr® cgen) QR ta 0 + Vehe-1) + be) (14)
hey =9 ®) (15)

The input sequence x = (x4, x; ...x,) and the Bequence h = (hy, h, ... h,) are defined as follows. The

weight matrix W and vector V re-established, wit@R representing the threshold. The sigmoid activation
is indicated by .

Attention Mechanism: The attention anjamy (AM) addresses the problem of information overload when

function o(x) = 1/ 1+ e* is defined, and the dot prod

computational resources are limit; atij those resources to more critical tasks. A larger number of

parameters allows the model ore formation and effectively represent features within neural

networks, however, this cg information overload. Applying an AM helps the network prioritize
relevant input data, filter ntial information and focusing only on what is necessary for the task
at hand. The attention va ined through two processes: (1) defining attention distributions for each
input datas

i distributions to compute the weighted average of the input data. Equations
(16) to (1 Quillus the c utational concepts of the AM.

ht’ = RNN(Xt-, ht—l) (16)
€ = Xj=1 @ijhy 17)
o exp(s(he,hs))
@ij Sioq exp(s(he.hy)) (18)
s(he hs) = he, b (19)

The hidden state variable h, is generated by merging the input x with the previous hidden state h;_; . The
c; represents the weighted average of all hidden layers as well as the following hidden layer unit. The weight
ratio of the hidden layer units is represented by a. Consequently, the target value is hy, where s represents the

weight calculation method.



Proposed Model: Combining the AM into the LSTM network enables the model to achieve high prediction
accuracy. Regardless of the input signal sequence length, conventional LSTM may transform it into a fixed
length, which limits the model's ability to learn from extensive sequences. To enhance prediction accuracy, the
AM fortifies connections between hidden layers and highlights significant information by assigning weight
components. The network encoder utilizes the AM to retain intermediate outputs. The proposed model i
trained to detect correlations between input and output sequences by selectively learning meaningf

representations from the input sequence. Figure 5 illustrates how the AM computes the score for each variabl

by utilizing intermediate variables obtained from the hidden layers of the LSTM. The weight assigned to g

variable reflects its relative importance. Ultimately, the vector layer captures important features from the

integrates it, and assigns additional weight.

A4

Attention Score

LSTM ” LSTM Attention Wel
Last Hidden State — Attention Output
Fig. 2. LST
After integrating LSTM with the AM, Equations present the conditions for updating each parameter.
Edi,
AP (19)
tanh Ve

Ut Y Bi%i (20)
=W, tanh(Whh?t_l) + Wex; + bs) (21)

¢ _ _ exp(sk)
A= o oD 2)
B =1 (23)

ts the n-th layer parameters, o denotes the sigmoid function. The embedding matrix is
ith L referring to the LSTM dimension. The context vector v; represents the relevant input

e t, with M denoting the dimension of v,. The relevance score s{ determines the attention

Wit i = Wer, thBy (24)
Wer o = Wy, RSy (25)

Wi o = Wer, fhBy (26)



Enhancing the weights allows the network to focus on capturing significant data. The LSTM-Attention
mechanism improves prediction accuracy by identifying the most important temporal features from the limited
ECG data. The algorithm 2 gives the working of LSTM-Attention model.

Algorithm 2: LSTM-Attention Model
Input: Sequence of input data X. LSTM hidden states h, Attention weights a

Output: Accuracy.
Step 1: LSTM Update
a. Forget gate: f, = a(Wf. X+ Ve he g+ bf)
b. Inputgate: i, = c(W;.x; + V. hy_q + b;)
¢. Output gate: 0, = o(Wy.x, + Vo hy_q + b,)
d
e

Memory cell update: ¢, = f,© ¢;_4 + i,Otanh(W .. x; + V. h,_4 + b.)
Hidden state update: h, = o,®Otanh(c,)

Step 2: Attention Mechanism
a. Calculate hidden state at time t: h, = RNN(x;, h;_,)
b. Compute the attention score for each input: s{ = Wy.tanh(W,. h by)
exp(sf)
k=1€xp(s})
d. Ensure that the attention weights sum to 1 YN B! = 1

c. Calculate the attention weight B =

Step 3: Update the LSTM parameters using Attention ,
a. W;’,ih =Wy, ihﬂtl
b. W;r‘oh = th, Ohﬂtr

C Wy =wy, fhBy

Step 4: Evaluate the LSTM-Attention Model
Step 5: Repeat Steps 2 and 3 if evaluation outcONga Ptaisfied

C. LSTM-Attention-based Meta-Learning
The LSTM-Attention model captur
abnormalities in the ECG. The inte

most important temporal features from ECG, which helps identify
-Attention in the meta-learning concept can handle a single

model for a variety of task predi i data. This helps the model to learn from past data and adapt

The process of LSTM meta-learning is detailed as follows: The ECG input is given to the
poral features that help understand the health condition of an individual.
The AM ref. dentifies the most important ones from the LSTM output by adjusting the

importance to all features, but not all features contribute equally to the prediction

g to optimize the meta-parameters for quick adaptation to various tasks. If new ECG data

se comes, the proposed framework can identify the new or unseen disease using the meta-

knowledge with minimal data.

- RESULT AND DISCUSSION
The section details the experimental setup, data used in the research, and the evaluation of the proposed
model in comparison with existing models.
A. Experimental Set-up
The experiment was conducted on the Google Colaboratory platform. The data are stored in Google Drive

for easy access. The Graphics Processing Unit (GPU) available in Colab was used to run the code. The code is



written in Python. The scikit-learn library is used for data processing and model evaluation. The model is
imported from TensorFlow. The proposed method block diagram is given in Figure 3. The MIMIC-III data is
collected and the required preprocessing is done. Then, the three different tasks are taken, and the LSTM-
attention model is designed and tuned for each task individually using the meta-learning concept. If new data
comes in, the proposed meta-learning-based LSTM-attention model can predict the disease accurately. Th

outcome of the model is evaluated using standard metrics.

@@ l\]/EI:{RN}I([Z)i;EIl @ Data Pre-process Task

Missing Value HRV Analysis
Data Balancing
Feature Extraction Arrhythmia Dejg
Segmentation
Normalization

A

New Data or New task
} Data/Label
Meta Learning J
LSTM-?ttentlon Data/Label &
m Evaluation Data/Label =
Accuracy, Precision
Recall, F1-Score
ROC-AUC, Processing time
Fig. 3. Block diagrar@of posed method for disease prediction from EHR data.
B. Data Collection and Processi
The MIMIC III datasejdft i ludes medical information for intensive care units, was used in this

at contains the medical records of more than 60,000 individuals who were

pilot study. MIMIC-III is
i 1 its of Beth Israel Deaconess Medical Center between 2001 and 2012. This

hospitalizedgn th

context of the dataset, the EDF files likely contain multiple channels of ECG data collected

CG signal, representing the heart's electrical activity, is crucial for diagnosing and monitoring

RS complex is essential for tasks such as HRV analysis, arrhythmia detection, and other abnormalities.
The first pre-processing step is to identify the missing data and fill in the missing values using the imputation
method. Next, the data using the Synthetic Minority Over-sampling Technique (SMOTE) method [19] to ensure
he data is balanced, with each label in the dataset having equal samples. For feature extraction, the HRV
distribution is calculated using standard deviation and rolling windows. Figure 4 shows the outcome of the

HRYV analysis and rolling window.



Heart Rate Variability Distribution Signal ve Rolling Mean Feature
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Heart Rate Variability Qriginal Signal
Fig. 4. a) HRV distribution b) Rolling Window.
Finally, segmentation and normalization are performed on the data. In segmeg ontin signal

to convert the
values of the data into a range from 0 to 1. This helps to reduce the memo d complexity of model

training. Figure 5 provides the signal plot before and after normalization.

Mean Signal Before Normalization Mean Signal After

50

45

-
o

Mean Signal Amplitude
W
w

w
=1

25

T
Fig. 5. Signal plot before g
C. Result Comparison

After processin provided to the meta-learning framework, which includes the LSTM-
Attention m € effectiveness of the proposed LSTM-Attention model, it is compared with
other m andom Forest (RF), and XGBoost. All the models are implemented within the
meta-lear ork. The three tasks—HRV prediction, arrhythmia prediction, and abnormality
med using the same dataset. The processed data is split into training, validation, and test

ratio. The LSTM-Attention model is trained on each task individually, and metrics such as

ch task are shown in Figures 6-8.



Performance plot of propsoed model for Task-1
(HRV Prediction)
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Performance plot of propsoed model for Task-3
12 (Abnormality Prediction)
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as accuracy, precision, recall, F1 score, and ROC-AUC are co

metrics of accuracy, precision, recall, F1 score, and R e atta By the proposed model, with values
es for accuracy (0.87), precision (0.83), recall
P RE. XG¥Oost shows better results, and finally, SVM
performs the worst. The metric values for all modé F'shown in Table 1. The table also provides the formulas
to calculate the metrics, where TP, TN, FP, FN repres®&g@athe True Positive, True Negative, False Positive, and

False Negative for the model's predictio

Table 1. Performance compftsoltor progPsed LSTM-Attention model with conventional models

Methods Fo la SVM [20] Random XGBoost Proposed
Forest [21] [22] LSTM-
Q Attention
N 0.85 0.87 0.86 0.92
N\ + FP + FN
TP 0.81 0.83 0.82 0.90
TP + FP
TP 0.84 0.85 0.83 0.91
TP + FN
2 x Precision * Recall 0.82 0.84 0.83 0.91

Precision + Recall

TP + FN FP + TN
Processing - 120 115 110 95

Time

ROC_AUC fl( TP ) < FP ) 0.86 0.88 0.87 0.93
0




Finally, processing time is important when deploying the model in real-time applications. The proposed
model takes just 95 seconds to predict the disease from ECG data, while the other models —SVM, Random
Forest, and XGBoost—take 120 seconds, 115 seconds, and 110 seconds, respectively. The quality metrics show
the effectiveness of the proposed model in disease prediction, and the processing time indicates that the model
can be deployed in real-time applications. Figures 9-14 show the comparison plots for the quality metrics an
processing time attained by the models. The visual graphs help in a better understanding of the mod

evaluation.

Comparison of Accuracy

0.8

0.6 -

Accuracy

0.2 1

0.0

arison of Precision

0.2 1

0.0

SVM Random Forest XGBoostProposed LSTM+Attention
Methods

Fig. 10. Precision comparison of proposed LSTM-Attention-based Meta-learning model with conventional

models.



Comparison of Recall
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Methods
Fig. 11. Recall comparison of proposed LSTM-Attention-based @ling model with conventional
models.
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FigN@QR. FbCore comparison of proposed LSTM-Attention-based Meta-learning model with conventional
‘ r models.
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Comparison of ROC-AUC
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0.6 1
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=
<
S
= 0.4
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SVM Random Forest XGBoostProposed LST]
Methods

Fig. 13. ROC-AUC comparison of proposed LSTM-Attention-based

conventional models.

arning model with

Comparison of Procesgg

120 A

100 A

80 A
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Processing Time (seconds)

T
Random Forest XGBoostProposed LSTM+Attention
Methods

Fig. 14. ing W@ comparison of proposed LSTM-Attention-based Meta-learning model with

conventional models.

V. ConCLORQRN

rese aims to propose an efficient model for predicting all types of diseases from ECG data. While

ny models are available, they are often generalized and fail to account for unique patient data,
ly when dealing with rare diseases. To address this issue, the research proposes a novel LSTM-
Attention-based meta-learning model for predicting diseases from ECG signals in EHR data. The ECG data in
EHR is often limited, but by using the proposed model, it is capable of predicting three different tasks: HRV,
arrhythmia, and abnormality prediction. The integration of Al models and meta-learning can solve many
problems in the healthcare field by providing accurate predictions with limited data, unseen data, etc. The
proposed model is compared with SVM, RF, and XGBoost, and it achieves the highest accuracy of 0.92,

outperforming RF with an accuracy of 0.87. The proposed model improves prediction accuracy by 5%.



Additionally, compared to other models, the proposed model requires minimal time (95 seconds) to predict
diseases from ECG data. The quality and processing time of the model ensure that it can be implemented in
clinical applications. The proposed framework will help healthcare professionals predict and treat diseases as
early as possible.

In the future, to enhance the accuracy of the proposed model, multi-modal data will be used. Other data
such as medical imaging, will be incorporated with ECG data to provide a comprehensive health profile.
deploy the proposed model in real-time, it will be further refined for integration into a wearable device fo

continuous health monitoring and immediate disease prediction.
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Appendix 1. Nomenclature

Symbol Description
x Observation/input data
y Corresponding label/output
D Training data set
(o) Model parameters
p(¢) Prior probability of the model parameters

Meta-training data set

D meta—train
Meta-parameters learned from the meta-

7} training data
0" Point estimate of the meta-parameterg
[t Forget gate in LSTM
i Input gate in LSTM
0 Output gate ig
Ct Cell state
h, Hidden s
a(x) Sigmoid activa
h, Hidden state vector generat
st
aj the i-th element and j-th
step
a;; v‘@ tention weight
s(h,, hy) i i between hidden states
Ve ext vector at time ¢t in AM
; Wight at time ¢ for the i-th input
W(¢')in Weight matrix for input-hidden layer
connections at time t’
W (i) 0n Weight matrix for output-hidden layer

connections at time ¢’
G n-th layer parameters of the LSTM-Attention

(L+M)
network
W Weight matrix for the similarity function in AM
W, Weight matrix for hidden state in AM
Weight matrix for input in AM
Bias term for the similarity function in AM

N\
?“\}






