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Abstract: 

A conspicuous paradigm in Machine Learning involves leveraging the collaborative integration 

of multiple models through Ensemble Learning to surpass the performance, accuracy, and 

generalization capabilities of individual procedures. This study aims to investigate the 

deployment of Ensemble Learning as anapproach to refine the precision of Cluster Analysis. 

Conventional clustering algorithms normallytackle with the complexity of datasets portrayed 

by multifaceted attributes, many of which demonstrate obscure or non-linear 

interdependencies. By employing advanced Ensemble Learning approaches, this research 

hopes to elaborate clustering efficacy and perceive latent patterns that remain imperceptible 

through traditional approaches. The proposed investigation underscores Ensemble Learning as 

a transformative approach in the domain of cluster analysis within data science. Its ability to 

augment the accurateness of clustering techniques and extract hidden structures from data not 

promptly apparent through conventional algorithms accentuates its indispensability. 

Accordingly, this research endeavours to revolutionize the precision and applicability of 

clustering methodologies in solving real-world data analysis challenges. To substantiate the 

efficacy of the proposed framework, a comprehensive comparative evaluation is performed, 

benchmarking its outcomes against those obtained from varied datasets and established 

clustering algorithms. 

Keywords: Machine Learning, Ensemble Techniques, Clustering Accuracy, Hidden Patterns, 

,Mahala nobis distance, Optimization. 

1. Introduction: 

Clustering is an unsupervised machine learning approach that divides a set of data objects into 

clusters. The idea is to group comparable data points in the same cluster while retaining 

dissimilar data points in separate clusters. Clustering seeks to find underlying patterns and 

structures in data based on shared or distinct characteristics between data points. An 

exploratory data analysis technique called clustering can shed light on the underlying patterns 
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or natural groups in the data. It is frequently used for a variety of activities across several 

domains, including data compression, anomaly detection, customer segmentation, and data 

summarization. Generally, clustering algorithms fall into one of many categories: 

partitional(K-Means, for example), [1], hierarchical [2,3], density-based (DBSCAN, for 

example) [4.5], or model-based (Gaussian Mixture Models, for example) [6]. The features of 

the data, the intended clustering attributes, and the available processing power all influence the 

method selection. In data mining, machine learning, and exploratory data analysis, clustering 

is a crucial approach that helps reveal latent structures and patterns in datasets without the need 

for labelled data, [7]. 

Even though there are many different clustering techniques, clustering analysis is particularly 

difficult when there is no previous knowledge. It is commonly known that no one clustering 

technique can accurately and consistently capture structural information. Furthermore, 

different starting settings might cause even the identical clustering technique to fail in 

producing clusters that are suitable and specific clustering techniques may be affected by the 

dataset's properties, beginning circumstances, noise level, and outliers. Ensemble approaches 

[8, 9], seek to address these problems by combining several clustering and utilising the 

advantages of various techniques. To provide a more reliable and accurate clustering result, 

ensemble clustering is a technique that combines many clustering solutions. When utilising 

ensemble clustering techniques, as opposed to solo clustering approaches, more stable, 

accurate, and resilient results are produced. Many novel ensemble clustering approaches have 

been developed recently due of the increased interest in ensemble clustering [10-12]. The 

previously described research has shown promising results when tackling an ensemble problem 

in clustering. However, most existing ensemble clustering results use hard clustering, in which 

each item is assigned to one or more groups, with clear borders between each cluster. When 

sample information is scarce, hard clustering techniques often result in increased judgement 

uncertainty. To clarify the ambiguity in the data, the idea of a three-way choice [13-16], 

presented as a solution to this problem. Given its capacity to improve the accuracy, stability, 

scaling adaptability, versatility, and interpretability of clustering analysis, ensemble clustering 

is a crucial tool in machine learning and data mining. Ensemble approaches, which reduce 

individual algorithmic biases and mistakes and produce more dependable clustering results, are 

especially useful for managing large, heterogeneous, or high-dimensional datasets. They do 

this by merging numerous techniques for clustering or runs of just a single algorithm. Ensemble 

clustering is also very useful in bioinformatics, image processing, text mining, and social 

network analysis. It does this by utilising several viewpoints on data structures and interactions, 

which improves stability, scalability, and comprehension. Modern data analytics paradigms 

value it even more because of its ability to incorporate new algorithms and adjust to changing 

requirements for data analysis. 

The three main steps of ensemble clustering are usually creating multiple base clusterings with 

various parameter settings or algorithms, merging or balancing the base clusterings with voting 

schemes or consensus functions, and creating an ultimate consensus clustering that symbolises 

the ensemble solution. There have been several approaches to ensemble clustering developed, 

including evidence accumulation clustering (EAC), cluster-based similarity partitioning 
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algorithm (CSPA), and hyper-cube-based ensemble clustering. These techniques help lessen 

the curse of dimensionality in high-dimensional data settings, manage complicated data 

distributions, provide better cluster quality, and capture different points of view. More reliable, 

accurate, and stable clustering solutions may be obtained with ensemble clustering by utilising 

the advantages of many clustering techniques while minimising the drawbacks of each one 

separately. 

The improved two-way clustering technique presented in this article uses an ensemble 

approach to solve problems that result from judgements being made incorrectly because of 

incomplete or faulty data. Our suggested method carefully samples feature subsets and uses a 

standard clustering algorithm to create different foundational clustering outcomes, in contrast 

to traditional clustering ensemble strategies that use several clustering algorithms to obtain 

foundational clustering outcomes. We develop a two-way clustering strategy with a voting 

mechanism by using these fundamental clustering results. Our suggested method's main 

process is divided into two stages. First, we employ base clustering techniques to provide 

baseline clustering results. Then, we use the common tuple approach to identify two 

stage clustering and label alignment to arrange all clustering results in a predetermined order. 

This paper follows the following structure. We mainly explain the literature and concepts of 

grouping and ensemble clustering in Section 2. The approach of the proposed algorithm is 

described in Section 3. Using a variety of datasets, Section 4 shows how effective the suggested 

ensemble clustering approach is. Conclusions and future research directions are outlined in 

Section 5. 

 

2. Literature review: 

In this section, we discuss certain concepts and related works of and ensemble clustering. Each 

clustering technique takes a different approach to finding patterns in the data. diverse clustering 

approaches might provide diverse results, even when they are used to the same data. There isn't 

a single clustering technique that works for every data structure. Due to the lack of available 

previous class knowledge, selecting a particular clustering technique is difficult. Consequently, 

ensemble clusteringthe process of merging several clustering results into a single, cohesive 

resultbecomes the focus of research. When it comes to outcomes, ensemble clustering is more 

resilient, stable, and high-quality than individual clustering techniques. 

 

Strehl and Ghosh [17], first proposed the concept of ensemble clustering by merging cluster 

labels without directly accessing the original attributes. An ensemble clustering method that 

considers factors such as cluster magnitude, sample size, and density was developed by Wang 

et al. [18]. Punera and Ghosh [19] built on the more inflexible clustering procedures and 

proposed several consensuses approaches appropriate for soft clustering. An ensemble 

clustering technique based on sample stability was created by Li et al. [20]. components of a 

cluster. Initial cluster generation and cluster merging are the two basic steps of ensemble 

clustering. The first stage is the initial cluster creation, during which new clusters are produced. 

These clusters can be created in a number of ways, either by varying the parameters of one 

algorithm or by using distinct algorithms. We focus on the cluster merging procedure and the 

conversion of different set of clusters to real clustering in our work. Figure 1 shows the 

technique of ensemble clustering. 
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Figure 1: general approach of ensemble clustering 

 

An ensemble clustering method should combine several clustering results into a single partition 

that is like the original clustering without using the original dataset. Some researchers use the 

original characteristics and the different clustering results as inputs to further improve the 

clustering accuracy [21, 22]. 

Although several approaches for ensemble clustering have been developed recently, they 

usually suffer from two fundamental issues. Firstly, their handling of ambiguous links is poor, 

which might lead to inaccurate conclusions. Secondly, they are unable to enhance local 

relationships using general information. The study [23], provide a novel approach to clustering 

by employing probability analysis and sparse graphs. To identify ambiguous connections, 

researchers employ a unique technique that yields a network that contains only the most 

trustworthy relationships. Using this method yields better results than using every link. They 

also apply a random walk method to have a better understanding of the entire graph. This study 

[24] explores a novel method of ensemble clustering for time series analysis in finance. 

Improving the resilience, accuracy, and consistency of time-related data clustering is the goal. 

The underlying complexity and volatility of financial time series are addressed by ensemble 

clustering, which combines several clustering results into a single, cohesive conclusion. authors 

addressed over the main obstacles and limitations of the existing approaches, as well as the 

theoretical foundations, algorithmic strategies, computational features, and real-world 

applications of ensemble clustering.Wireless sensor networks (WSNs) are collections of 

several tiny sensors that collect environmental data. The energy used by these gadgets is finite 

and not rechargeable. Thus, energy conservation is critical for WSNs. Using clusters and data 

routing via designated cluster leaders, or Cluster Heads (CH), is one method for doing this. 

This technique increases the network's longevity and helps distribute energy more evenly. 

[25], provides a novel energy-efficient routing technique in this work that combines ODMA, 

Genetic Algorithm, and K-means.  

A cluster ensemble is created by combining various data grouping techniques to provide 

superior results. It employs many methods rather than just one, combining the outcomes. This 

contributes to the accuracy of the groups. Given the success of recently developed strategies, 

it is important to examine and comprehend them. To assist readers in selecting the cluster 

ensemble approach that best suits their objectives, [26], covers an overview of different 

techniques. It discusses their types, properties, and practical applications.The focus of recent 

research has mostly been on four areas. First, the process of selecting ensemble members [27-

29]. Secondly, before to joining them, choose the finest members of the ensemble [30, 31]. 

Third, how to combine these individuals [32, 33]. Fourth, applications of clustering ensemble 

in practice [34–36]. 

Using a variety of feature groups while creating components is useful for data sets with 

numerous dimensions. The authors of [29] propose a novel clustering ensemble approach that 

combines random projection with fuzzy c-means clustering. The authors of [37] compare three 

methods for lowering dimensions: random sampling, principal component analysis, and 
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random projection. Anomalies and noise might affect the clustering ensemble's results.  

Many ensemble components are often produced via a clustering ensemble approach. However, 

it is not a good idea to combine every single component that is accessible. As such, it is 

imperative to carefully choose suitable ensemble members. A strategy called selective 

clustering ensemble combines only some of the ensemble's elements instead of combining them 

altogether. The researchers examine the variation among ensemble components in reference 

[38]. They concluded that, even when the latter includes more precise components, combining 

components with large diversity is better than combining those with little variability.The 

authors cited in [39] investigate several methods for using relative clustering validity measures 

to evaluate and choose ensemble members. These measures identify high-quality ensemble 

members appropriate for clustering ensembles by measuring the correlation between clusters 

and partitions. Through the combination of these relative criteria, they create an assessment 

criterion that is decisive enough to choose only the best individuals for participation, as 

opposed to the entire ensemble. 

The authors of citation [31], present a progressive semi-supervised clustering ensemble 

technique that, using two different cost criteria, removes unneeded ensemble components. The 

first cost measure assesses the similarity between two subspaces as well as the cost of ensemble 

elements. In the meantime, the second cost metre calculates the total cost incurred during the 

process of incorporating the selected members into the final partition.  The graph technique 

also used as consensus in this research, authors use the normalised cut method to address the 

problem of combining members by viewing it as a graph partitioning problem. The authors of 

reference [40], present a clustering ensemble approach based on the evidence theory of 

Dempster-Shafer. This approach considers the contextual knowledge of the data's cluster 

structure and uses neighbouring data to characterise it. For each piece of data, they first 

determine its neighbours and calculate the label probability among all members of the 

ensemble. The result is then obtained by combining these label probabilities using Dempster-

Shafer theory. 

3. Proposed two-step ensemble methodology: 

This section introduces our suggested ensemble clustering technique, which uses several 

clustering solutions to improve the accuracy and resilience of clustering algorithms. Motivated 

by the effectiveness of ensemble learning in classification problems, our method seeks to 

maximise clustering performance by combining the advantages of several clustering 

techniques.Using the concept of an outer border region, a two-stage clustering method is 

presented to illustrate the uncertainty details in the dataset. Even while several two-way 

ensemble clustering approaches have shown encouraging results, there is still a great deal of 

room for improvement. This section presents an improved two stage clustering technique in 

which base cluster formation and the proposed ensemble are the first and second stages 

respectively. 

3.1. Base clusters formation: 

 

Unlike existing methods, our suggested method uses traditional clustering techniques to 

provide a variety of basic clustering results after randomly selecting a subset of characteristics 

from the data. Algorithm 1 represents the procedure of procuring base clustering results. Let 

𝐷 = {𝑋1, 𝑋2, … 𝑋𝑛}, be the dataset with n number of tuples and 𝑘 be the number of class labels. 
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Consider 𝑀 = {𝑀𝑖/ 𝑀𝑖  𝑖𝑠 𝑎 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝑚𝑒𝑡ℎ𝑜𝑑 𝑎𝑛𝑑 𝑖 = 1 𝑡𝑜 𝑚}, be the set of clustering 

methodologies and 𝐶𝑖 = {𝐶1
𝑖 , 𝐶2

𝑖 , … … 𝐶𝑘
𝑖 }, be the set of clusters formed by the clustering 

method 𝑀𝑖. 

 

ALGORITHM 1: PROCURING BASE CLUSTERS. 

 Input: Dataset D, Number of Clusters k. 

 Output: Base clusters. 

 1. For (i =1 to m) do 

2.  Find the clusters using the clustering method 𝑚𝑖. 

3.  Return the clusters 𝐶1
𝑖 , 𝐶2

𝑖 , … … 𝐶𝑘
𝑖  

4. End 

 

In this explorationK-Means Clustering and Mean Shift Clustering are used as base clustering 

methodologies. Initially the primitive task is to determine the standard number of 

clustersrequired to separate the dataset into significant groups before utilizing different 

clustering procedures to train the dataset [30]. The dataset is exposed to widespread clustering 

methods, such as BIRCH Clustering, Mean Shift, Affinity Propagation, and k-means 

Clustering. Main clustering findings are supplied using these methods and competed to the 

suggested method. As stated, two distinct clustering techniquesK-Means Clustering and Mean 

Shift Clusteringare combined to create a collective model for this study's embedded model. 

This groupingapproach advances the whole strength and accurateness of clustering by utilising 

the gains of every grouping procedure. 

 

3.2.Proposed ensemble approach: 

 

In this approach, true combinations are determined through the amalgamation of the K-Means 

and mean shift techniques. In the beginning, the correlation between every pair of objects 

within the dataset is scrutinized to ascertain if they pertain to the same cluster through all 

engagedapproaches. They Should constantly align with the identical cluster across each 

method, they are designated to that specific cluster; conversely, an evaluation for an alternative 

cluster is subsequently undertaken. Upon the distribution of data records to a predetermined 

number of groups, a thorough inspection is conducted for any residual entities within the 

dataset. For the objects that not yet allocated to any of existing cluster, they are assigned to one 

of the extant clusters grounded on the similarity of their objects to the partial ensemble clusters. 

The delineated approach is expounded in Algorithm 1. The likely ness of the tuples that are not 

part of any partial clusters is determined by mahalanobis distance. 

 

3.2.1. Mahalanobis distance: 

 

The distance between a point and a distribution in an N-dimensional space is computed using 

the Mahalanobis distance. It is a useful tool for finding anomalies, but it may also be used for 

point classification when there is a lack of available data. If it needed to compare just two 

points, p and q, in a space of N dimensions, it becomes necessary to take into consideration the 

variation of these locations along each axis to calculate the overall distance between them. 

Thus, the N-dimensional distance equation, also known as the Euclidean distance or any other 

distance measure is used. When it comes to statistical and machine learning techniques, the 

Euclidean distance is highly valued and often employed. However, its use is restricted to point-

by-point comparisons. There are a few things to keep in mind while trying to compare a point 
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to a group of points. Usually, we start by using mean computation to compress the spread into 

a single point to evaluate the span from a spread to a certain point, [41]. The span to the point 

can then be evaluated in respect to departures from this mean. This method works well in one-

dimensional situations, but it cannot perform well in multidimensional settings with a group of 

points.To address this issue mahalanobis is instituted to find the similarity between each 

leftover object and initial groups formed, equation 1 is used to compute the mahalanobis 

distance. 

𝐷𝑖𝑠𝑡 = √(𝑥 − 𝑚)𝑇 ∗ 𝐶𝑜𝑣−1 ∗ (𝑥 − 𝑚) ……………………. (1) 

Where, 

𝐷𝑖𝑠𝑡 , is the Mahalanobis distance,  

𝑥, is the vector of an object which needs to be allocated to the existing groups. 

𝑚, Is the mean value of the objects that belongs to an existing cluster. 

𝐶𝑜𝑣−1, is the inverse covariance matrix of the objects that belongs to an existing cluster. 

3.2.2. Mean Shift Clustering: 

Mean shift grouping is a non-parametric assemblage approach; Mean Shift doesn't need a 

perception on the number of clusters beforehand. It initiates by repeatedlyswitching data points 

in the recipient of the confirming probability distribution's type. The next is 

anillustratedtechnique for Mean Shift grouping: 

1. Input: Let the data objects 𝑌 = {𝑦1, 𝑦2 … . 𝑦𝑛}, Kernel function 𝐾  with bandwidth ℎ and 

Convergence threshold δ. 

2. Initialize group midpoints 𝐶 = 𝑌  and shift vector 𝑆ℎ𝑖𝑓𝑡 = 𝑍𝑒𝑟𝑜𝑠. 

3. Replicate till convergence: 

𝑓𝑜𝑟 (𝑒𝑣𝑒𝑟𝑦 𝑦𝑖ϵ Y):  

Compute the mean shift using 𝑆ℎ𝑖𝑓𝑡(𝑦𝑖) =
∑ 𝐾(

𝑦𝑖−,𝑦𝑗

ℎ
)∗𝑦𝑗

𝑛
𝑗=1

∑ 𝐾(
𝑦𝑖−,𝑦𝑗

ℎ
)𝑛

𝑗=1

.  ………………. (2) 

Update cluster centres 𝐶 = 𝐶 + 𝑆ℎ𝑖𝑓𝑡 

4. 𝐼𝑓(‖𝑆ℎ𝑖𝑓𝑡‖ < δ), end the for loop. 

5. Assign each data point 𝑦𝑖  to the group whose centre it converged. 

6. Return the clusters 𝐶. 

The kernel function K is commonly a Gaussian kernel, though several options may be 

exploredconstructed on the data's possessions. The bandwidth h directs the extent of the 

neighbourhood employed for estimating local density, concerning cluster shape and count. The 

convergence threshold ϵ indicates when mean shift replications should terminate. The shift 

vector indicates both the trend and scale of mean shift for every data object. The procedure 

continually changes data points toward the mode of the fundamental density until convergence 

is undertaken. 

3.3.K-Means Clustering: 

A well-liked unsupervised machine learning method for classifying observations into k groups 

is K-means segmentation. Data points are continuallyallocated to the nearest centroid, and 

centroids are reorganizedmatching to the common of the tuples within every cluster. The 

within-cluster variance is the target of the method. Because of its effectiveness and 

straightforwardness, it is frequently used for tasks like picture reduction and consumer 

segmentation. Comprehending its procedures is essential for efficiently dividing datasets and 

obtaining significant insights. The following is the procedure for K-means clustering. 
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• Select k randomly chosen centroids of the initial groups from the data points. The 

clusters' primary centres will be these the centroids.  

• Place each data point in relative to the nearest centroid. To assign the data point to the 

cluster whose centroid is nearest, this action involves calculating the distance involving 

each data point and each centroid. 

• Recalculate the group centroids applying the average of all the data points distributed 

to every cluster. To do this, the centroid must be keep informed with the mean location 

of each cluster's data points. 

• Repeat above two steps until the convergence conditions are convinced, then replicate 

allocation and updating. Convergence is usually obtained when the centroids do not 

vary considerably between repetitions. 

• The final cluster positions are finalized at this point in the procedure, and the centroids 

are the cluster centres. 

3.4.Embedded methodology: 

This method combines the Mean Shift and K-Means algorithms to generate coherent clusters. 

The process begins by comparing every pair of items in the dataset to assess whether they 

belong to the same cluster based on all the applied techniques. If they consistently appear in 

the same cluster across these methods, they are grouped together. Otherwise, they are assigned 

to separate clusters in subsequent steps. Any unclassified items left after organizing the data 

into the predefined number of clusters are further examined to determine their appropriate 

grouping to one of the clusters that already exist based on its degree of similarity to the existing 
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cluster, the degree of similarity is determined by the mahalanobis distance.The defined 

methodology is illustrated in Algorithm 2. Corresponding to the procedure Let D be the 

database, 𝑃 = {𝑃𝑖\𝑃𝑖  𝑖𝑠 𝑎 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒}, which is the set of clustering procedures, 

the set of cluster groups is denoted by G and is defined as 𝐺 = {𝐺𝑖𝑗\

𝐺𝑖𝑗   𝑖𝑠 𝑗𝑡ℎ 𝐺𝑟𝑜𝑢𝑝 𝑖𝑛 𝑖𝑡ℎ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒},and 𝑁 = {𝑁𝑘  \𝑘 =

1,2, … 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑔𝑟𝑜𝑢𝑝𝑠}, be the set of resultant cluster groupings. In this 

exploration K-Means Clustering, Mean Shift Clustering, Agglomerative Clustering, BIRCH 

Clustering are exercised and attainedsolutionsseparately on the defined databases. For the 

ensemble clustering Mean Shift Clustering and K-Means Clustering procedures are 

Algorithm 2: 

Input: Data base D, base clusters of all clustering procedures. 

Output: optimal clusters resulted from proposedembedded method. 

Consider, 

𝑃 = {𝑃𝑖\𝑃𝑖𝑖𝑠𝑎𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑛𝑔𝑚𝑒𝑡ℎ𝑜𝑑} 

𝐺 = {𝐺𝑖𝑗\𝐺𝑖𝑗𝑖𝑠𝑗𝑡ℎ𝑡ℎ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑔𝑟𝑜𝑢𝑝𝑖𝑛𝑖𝑡ℎ𝑚𝑒𝑡ℎ𝑜𝑑},  

𝑁 = {𝑁𝑘  \𝑘 = 1,2, … 𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑔𝑟𝑜𝑢𝑝𝑖𝑛𝑔𝑠},   

1. Considerk= 1, 𝑠𝑡𝑒𝑝 = 0.//Initialization of variables 

2. 𝑤ℎ𝑖𝑙𝑒(𝑘 ≠ |𝑁|) 

3. 𝑁𝑘 = Ø. 
4. 𝑓𝑜𝑟(𝑒𝑣𝑒𝑟𝑦 𝑜𝑏𝑗𝑒𝑐𝑡𝑥𝜖 𝐷)  

5. 𝑓𝑜𝑟(𝑒𝑣𝑒𝑟𝑦 𝑜𝑏𝑗𝑒𝑐𝑡𝑦𝜖 𝐷, 𝑥 ≠ 𝑦)         //Consider every couple of tuples 

6. 𝑓𝑜𝑟(𝑖 = 1 𝑡𝑜 |𝑃|) 

7. 𝑓𝑜𝑟(𝑗 = 1 𝑡𝑜 |𝐺|)               // For each cluster from very technique 

8. 𝑖𝑓({𝑜𝑏𝑗𝑒𝑐𝑡𝑥, 𝑜𝑏𝑗𝑒𝑐𝑡𝑦}𝜖 𝐶𝑖𝑗 )  //for each pair of the objects in same group 

9. 𝐶𝑜𝑢𝑛𝑡+= 1 

10. S𝑒𝑝 8 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 
11. S𝑒𝑝 7 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

12. 𝑆𝑒𝑝 6 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

13. 𝑖𝑓(𝑠𝑡𝑒𝑝 =  |𝑃|) 

14. 𝑁𝑘 =  𝑁𝑘Ս {𝑜𝑏𝑗𝑒𝑐𝑡𝑥, 𝑜𝑏𝑗𝑒𝑐𝑡𝑦}.   // Assigning couple of tuples to same group 

15. 𝑆𝑒𝑝 13 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

16. 𝑆𝑒𝑝 5 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

17. 𝑆𝑒𝑝 4 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

18. 𝑠𝑡𝑒𝑝 = 0. 

19. 𝑘 = 𝑘 + 1. 

20. 𝐷 = 𝐷 − 𝑁𝑘. 

21. 𝑆𝑒𝑝 2 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

22. 𝑖𝑓(𝐷 ≠  Ø) 

23. Find the mahalanobis distance from each object of D to each cluster group 𝑁𝑘 

using equation 1. 

24. 𝑓𝑜𝑟(𝑒𝑣𝑒𝑟𝑦  𝑜𝑏𝑗𝑒𝑐𝑡𝑥𝜖 𝐷 𝑎𝑛𝑑 𝑒𝑣𝑒𝑟𝑦 𝑔𝑟𝑜𝑢𝑝 𝑁𝑘) 

25. 𝑖𝑓(𝑀𝑎ℎ𝑎𝑙𝑎𝑛𝑜𝑏𝑖𝑠 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑜𝑏𝑗𝑒𝑐𝑡𝑥 𝑡𝑜 𝑁𝑘 𝑖𝑠 𝑚𝑖𝑛𝑖𝑚𝑢𝑚) 

26. 𝑁𝑘 = {𝑁𝑘} Ս { 𝑜𝑏𝑗𝑒𝑐𝑡𝑥}.  
27. 𝑆𝑒𝑝 24 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

28. 𝑆𝑒𝑝 22 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑. 

29. Return the optimal set of ensemble clusters, 𝑁 = {𝑁𝑘\𝑙 = 1,2, … |𝑁|). 
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employedto improve the clustering truthfulness. The architecture of the proposed methodology 

is represented in the figure 1.  

 
Figure 1: architecture of the proposed two step ensembled clustering methodology 

4. Experimental analysis and performance evaluation: 

This section delves into the experimental investigations, the datasets utilized, and the insights 

derived from their evaluation. Comprehensive experiments were carried out using the Weather 

History dataset and the Weather Prediction dataset. 

4.1 Database Description 

The Historical Weather Archive provides past weather data for various locations, containing 

general information about weather conditions documented over specific intervals. The dataset 

includes a total of 96,453 entries, each demonstrating a unique timestamp matching with 

associated weather parameters. After thorough analysis using visualizations and perceptions, 

the most suitable number of clusters for this dataset was recognized as four. This reveals that 

partitioning the dataset into four clusters supplies the most appropriate and significant grouping 

of data points based on the defined conditions and the problem circumstances.The Weather 

Prediction dataset involves of meteorological data collected from 18 different European 

locations between the years 2000 and 2010. The dataset comprises 3,654 daily records and 

includes variables such as average temperature, maximum temperature, minimum temperature, 

and more. The optimal number of clusters for this dataset was established to be two, meaning 

that dividing the data into two clusters delivers the most meaningful and descriptive 

classification of data points for the given dataset and problem obligations.In dry bean dataset 

Auth
ors

 Pre-
Proo

f



seven different types of dried beans were used in this study, which considered variables 

including appearance, morphology, category, and content depending on the state of the market. 

To achieve consistent seed classification, a sophisticated computer vision system was 

developed to distinguish between these seven recorded varieties of dry beans that have 

comparable attributes. Using a high-end camera, the system took pictures of 13,611 individual 

beans from these seven recognised kinds. After segmenting and extracting features from the 

pictures acquired by the computer vision system, a total of 16 characteristics 12 dimensions 

and 4 form categories were identified from the beans. 

4.2. Analysis of Performance: 

This section presents a complete exploration of the investigational results and calculates the 

performance of the anticipated model in comparison to sophisticated clustering methods. The 

study was directed in two key components: measuring the clustering accurateness of 

determined methods and showcasing the returns of the anticipated ensemble methodology. 

Traditional methods such as K-Means Clustering, Affinity Propagation, Mean Shift Clustering, 

and BIRCH Clustering were evaluated using applicableproximity measures to extract 

significantperceptions from the datasets. Each technique showed unique strengths, with K-

Means excelling in simplicity, Affinity Propagation identifying exemplars, Mean Shift 

adapting to non-linear clusters, and BIRCH efficiently handling large datasets. The proposed 

ensemble method combined the adaptability of Mean Shift with the excelling in simplicity of 

K-Means, advancing a strong and computationally effectiveway out. Execution was measured 

using the Davies-Bouldin and Silhouette scores, which highlighted the ensemble method’s 

superior ability to form well-defined clusters. For the Weather History dataset, the Elbow 

Method identified four optimal clusters, effectively capturing the dataset's structure. Similarly, 

for the Weather Prediction dataset, the Elbow Method and Silhouette Score determined two 

clusters as the most significant configuration. These solutionshighlight the consequence of 

choosing clustering methods that associate with dataset features, with the proposed model 

determining its potential to produce discerning and demonstrativecategories for both datasets. 

Based on the findings presented in Table 1, it is evident that the ensemble clustering method 

achieved a lower Davies-Bouldin score [31] and a higher Silhouette score [32] compared to all 

other traditional clustering techniques applied to the Weather History dataset. These results 

highlight that the ensemble model provides better clustering performance, excelling in both the 

separation and compactness of clusters as evaluated by these metrics. 

Algorithm 
Number 

of clusters 

Davis Bouldin 

Score 

Silhoutte 

Score 

K-Means Clustering 4 0.401 0.608 

Mean Shift Clustering 4 0.435 0.867 

Agglomerative Clustering 4 0.405 0.588 

BIRCH Clustering 4 0.405 0.628 

Ensembled Clustering 4 0.124 0.896 

Table 1: Comparison of Ensemble and Traditional Models on Weather Data 

According to the data presented in Table 2, the ensemble clustering methodology attained a 

substantially lower Davies-Bouldin score when compared to a range of conventional clustering 
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algorithms applied to the Weather Prediction dataset. These conclusions indicate that the 

ensemble model outperforms traditional approaches, representative superior clustering 

excellence by succeeding better partition between clusters and impressive cohesion within 

clusters, as assessed by these metrics. 

Clustering 

algorithm 

Number of 

Clusters 

Davis Bouldin 

Score 

Silhoutte 

Score 

K-Means  2 0.937 0.414 

Mean Shift  2 0.955 -0.002 

Agglomerative  2 1.021 0.354 

BIRCH  2 0.97 0.378 

Ensemble 2 0.562 0.452 

Table 2: Comparison of Ensemble and Traditional Models on Weather prediction dataset. 

From the table 3, on the Dry Bean Dataset, the ensemble clustering method bests other 

algorithms, attaining the lowest Davies-Bouldin Score (0.517) and the highest Silhouette Score 

(0.497), demonstrating advanced cluster partition and consistency. K-Means operates 

reasonably well with a Davies-Bouldin Score of 0.746 and a Silhouette Score of 0.429, 

suggesting decent cluster efficiency. Mean Shift struggles with a higher Davies-Bouldin Score 

(0.831) and a negative Silhouette Score (-0.003), highlighting poor clustering. Agglomerative 

Clustering shows the weakest separation with the highest Davies-Bouldin Score (0.901) but 

upholds some efficiency (Silhouette Score 0.419). Overall, the ensemble method confirms most 

efficient for this dataset. 

Clustering 

algorithm 

Number of 

Clusters 

Davis Bouldin 

Score 

Silhoutte 

Score 

K-Means 7 0.746 0.429 

Mean Shift  7 0.831 -0.003 

Agglomerative  7 0.901 0.419 

BIRCH  2 0.653 0.431 

Ensemble 7 0.517 0.497 

Table 3: Comparison of Ensemble and Traditional Models on Dry bean data. 

 

The analysis reveals that the ensemble model integrates the outcomes of two obvious clustering 

procedures, Mean Shift and k-Means. The mahalanobis distance measure places a vital role in 

allocating the left-over objects from the database which are not allocated in any of the base 

clusteringthrough a voting mechanism to derive the optimal ensemble clustering results. These 

models are selected due to their capability to recognize dense regions in the data successfully. 

Mean Shift excels in finding clusters of varying shapes and sizes, making it ideal for capturing 

intricate patterns in the dataset. Meanwhile, The K-Means algorithm is efficient, scalable, and 

easy to implement, making it ideal for large datasets. It performs well with distinct, spherical 

clusters and provides clear centroids for easy assignment. Requiring minimal tuning. Despite 

limitations with complex cluster shapes, its simplicity and speed make it highly popular. For 

reliableinsight of comparison of ensemble and traditional models on Weather Data it is depicted 

in figure 2. 
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Figure 2: Comparison of Ensemble and Traditional Models on Weather Data 

For better identification of comparison of ensemble and traditional models on Weather Data it 

is depicted in figure 3. 

 

Table 2: Comparison of Ensemble and Traditional Models on Weather prediction dataset. 

For capable understanding of comparison of ensemble and traditional models on Dry bean data 

it is depicted in figure 4. Based on the analysis of the three datasets with different cluster counts 

(2, 4, and 7), Ensemble Clustering consistently outperforms other methods, achieving the 

lowest Davis Bouldin Scores and the highest Silhouette Scores across all scenarios. This 

indicates that Ensemble Clustering produces compact, well-separated, and high-quality clusters 

regardless of the number of clusters. In contrast, Mean Shift Clustering generally performs 

poorly, particularly with negative Silhouette Scores for datasets with 2 and 7 clusters, 

suggesting its inability to handle compact and well-defined clusters effectively. The results in 

table 4 exhibit the finer performance of the recommended method over the reference [41] in 

both Davis Bouldin (DB) and Silhouette Scores throughout Weather History and Prediction 

datasets. A substantial reduction in DB Scores focuses improved cluster trimness, while 

marginally higher Silhouette Scores imply better-defined clusters. 
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Figure 3: Comparison of Ensemble and Traditional Models on Dry bean data. 

K-Means Clustering and BIRCH Clustering show moderate performance, with decent 

clustering quality in most cases, but they are outperformed by Ensemble Clustering. 

Agglomerative Clustering, however, often exhibits the worst performance with the highest 

Davis Bouldin Scores, reflecting poor separation of clusters. Overall, Ensemble Clustering is 

the most robust and reliable algorithm across different datasets, while Mean Shift and 

Agglomerative Clustering struggle to deliver consistent results. 

  

Davis Bouldin Score Silhoutte Score 

Reference 

[41] 

Proposed 

method 

Reference 

[41] 

Proposed 

method 

Weather History Data 0.184 0.124 0.873 0.896 

Weather Prediction data 0.683 0.562 0.427 0.452 

Table 4: Comparison of the proposed ensemble with the ensemble presented in reference [41]. 

The proposed method shows greater advancement on the Weather History Data, suggesting its 

strength lies in handling structured datasets with clear borders. For noisier datasets like Weather 

Prediction Data, its efficiency is moderate, leaving scope for further enhancement. 

 

Figure 4: Comparison of the proposed ensemble with the ensemble presented in reference [41]. 

Figure 4 illustrates the comparison between the proposed ensemble method and the one 

introduced in reference [41]. It highlights the performance differences, showcasing the 
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improvements in accuracy, efficiency, or robustness achieved by the proposed approach over 

the existing ensemble technique.To further enhance the accuracy of these clusters, optimization 

techniques, as proposed in references [42, 43], are suggested for future application. 

5. Conclusion: 

This research has addressed the enduring limitations of traditional clustering algorithms by 

mounting a novel ensemble model that embodies a harmonious blend of precision, scalability, 

and adaptability. Through the strategic combination of the Mean Shift and K-Means algorithms 

via a robust voting mechanism, this research introduced a method capable of delivering 

superior performance compared to conventional clustering approaches. Extensive comparative 

evaluations accentuated the efficacy of this ensemble model, highlighting its remarkable ability 

to discern elaborate patterns and reveal the latent structures within complex datasets. The 

consequence of this study extends beyond its empirical findings. By highlighting adaptability 

and flexibility, the proposed model begins as a transformative tool for data analysis, capable 

of seamlessly transitioning across diverse datasets and domains. It serves not only as a 

mechanism for uncovering significant insights but also as a catalyst for enhancing decision-

making processes by offering a more nuanced and reliable understanding of data-driven 

phenomena. Looking to the future, the potential of this ensemble model is vast and promising. 

Advancing this work will involve extending its applicability to accommodate a broader 

spectrum of data types, scaling its capabilities to manage increasingly large datasets, and 

purifying its accessibility through the integration of advanced automation and user-centric 

features. By addressing these avenues, this research sets the foundation for an advanced 

clustering framework that is as versatile as it is powerful. This contribution not only elevates 

the field of clustering methodologies but also concretes the way for innovative solutions that 

can meet the evolving demands of data science and analytics with elegance and efficacy. 
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