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Abstract:

Smart farming may be defined as a farming practise that uses the thought ess odern technology

to increase the number and quality of agricultural products. 0 ed smart farming is a system
designed solely for the monitoring of crops in the field nd automating the irrigation
system to meet our demands. Old cloud-based s on loT models are incapable of

handling traffic and also knowledge infor , e seems to be reduced latency, longer
battery life for 10T devices, lots of cost-efTS oney-based information management, access to
knowledge management and Al, cubic centinTS@es.-So, in this paper we propose an algorithm

Ensembled Enabled Edge comp algorithm for developing a smart farming system for crop

recommendation in better way
classifiers like SVM and N Bayesé

st result and compared with some of the existing base
ich the proposed algorithm gave the best accuracy when

compared with the exigid ST i.e., 91%.

Keywords: Ensemble , Edge Computing, 10T, Smart Farming, Cloud computing.
1. INTRODUCTION

Fort ewW s cloud is the word which changed the world among all various technologies which

led d study to a vast extent. Online social media sites like Twitter, LinkedIn, Facebook,
utilizes a concept called SaaS (known as Software as a Service) which have been using
es in our daily life. Now comes the word IOT which sound’s to be interesting and the IOT
es playing a major role in the current scenario. With the growth of IOT devices the data generation
which is causing for a huge flow of information got gradually increased. And in the huge data there
might be a chance of having sensitive data so in order to handle that sensitive data cloud got failed for
transporting the data from the cloud to end users. The Internet of Things (IoT) is the next big thing in

information technology. The web, information and communication technology (ICT),[1] and mobile
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services are all combined in one concept. Multiple devices in a model system will be able to interact
and coordinate in order for the to accomplish its function efficiently. "The 10T represents a global
network of billions or trillions of things that can be collected from the physical global environment,
propagated through the Internet, and transmitted to end users," according to the ITU's definition. Users
can use services to communicate with these smart things over the Internet, query their statuses and
associated information, and even control their actions"[1]. Its primary premise is to build a hu
network comprised of various smart devices and networks in order to ease the sharing of gl

information [2]from any location and at any time [3].

®into smart ones [3].

8s. The 3S technology

cloud services are ideally suited ironments. Cloud servers can provide software, storage

space, processing power, plagg@ms, ang ot services.

sage of latest edge computing in the field of agriculture which is shown in figure 1.



Edge Computing Interest

Figl: Shows the edge computing usa

Il Literature Survey

Computing is a network cloud computing model in which pr ﬁdata storage are brought

directly to the data sources. This should increase response i e 30 conserving bandwidth. [1]

"It's a popular misperception that edge and lo rcha terms. Edge computing is a

ion, and loT is a use case for edge

The beginnings of edge computing may be trace
established in the late 1990s to

consumers. [18] In the early

Rack to content dispersed networks, which were

eb and video content from edge servers located near to
tworks expanded to house applications and application
components at edge serversSQ leadi e first commercial edge computing services [6], which
hosted applications in tracking systems, shopping carts, reliable data brokers, and ad

fixation machines. [6

Distributing the logic to multiple network nodes, on the other hand, creates additional concerns

and obstacles like.
1.Privacy and security
2. Scalability

3. Reliability



4. Speed

5. Efficiency

CLovY

.Fig2. Shows the architecture of ﬁ

In order for farmers to earn more money from the sa m of #hd without harming the soil,
productivity needs to be increased. Indian f; gre ble to pick the suitable crop based on
characteristics such as pH, N, P, and hu peratUN®, rainfall, and humidity. Based on the

losses amount to Rs.50,000 cr ned by a survey carried out by the Indian Chambers of

Commerce and Industry. Stu 0] pr ed a distributed edge computing platform tailored for smart

productivity in remote agricultural areas. By leveraging a
microservices archite latform facilitated efficient service decomposition, enabling scalable
and flexi Bming applications. The integration of 10T devices allowed for real-time

ssing at the edge, which reduced latency and improved decision-making

ut did not include predictive models or address specific issues such as crop selection
agement. Other than monitoring, the proposed EEEC algorithm promises to add value by
mending site-specific crops but relying on ensemble models and describing pest-related
comerns, which makes it more actionable for farmers. In an existing study [11] a smart agriculture
system utilizing fog computing is proposed to know about intrusions of animals in farmland. The system
used PIR sensors, cameras, and computer vision to identify animals before they entered fields, predict
future locations and promptly warn farmers. For cases of real-time applications in unserved areas with

limited internet connectivity, the fog computing approach can process the data at a reasonable latency.



While this system targeted solely detecting animal intrusions, it failed to take on broader agricultural
needs such as crop recommendation, soil analysis, or fertilizer optimization. By analyzing soil
characteristics and recommending fertilizers, the EEEC algorithm provides a full end-to-end solution
for increasing productivity, extending the utility of edge computing. In a study [12], they explored a
smart irrigation system for strawberry greenhouses that performed data processing at the network edge.
The system was able to monitor soil moisture levels and optimize water usage through the use of

small-scale prototype with off-the-shelf hardware and software. In the edge computing approach, t

pesticide recommendations, are integrated into the proposed EEEC algorithm will solve agricultural

inefficiencies comprehensively. Smart farming was studied in an integr ofWificial intelligence
(Al), edge computing, and loT [13]. Embedded devices were h as Raspberry Pi with scripts

programmed with sensors measuring temperature, hu lig. Real-time monitoring and

decision-making through agricultural system progmasi ta at ge locally resulted in enhanced
ver, this study did not incorporate the
f dealing with fertilizer and pest problems, thus
bringing Al and edge computing together to mON@Rr temperature and humidity in this research. The

proposed EEEC algorithm fills this sing ensentble learning to recommend crops and fertilizers,

incorporating pest management j ss. In a study [14], they looked at the edge Al in smart

farming and how edge com orithms were integrated. The proceedings discussed the

use of edge processing g

gies to ensure high crop productivity. Research [15] aimed at creating an edge

stem to harvest the degradation data of strawberries and conduct collection, analysis,

nable quicker real-time decisions that result in better (more efficient) and meaningful farming
practices. The power of this research was that it proved efficient edge computing for strawberry
farming, but it was only supported with a single crop type with no mention of site-specific
recommendations or pest and fertilizer optimization. The EEEC algorithm is inclusive of different crops

and has integrated recommendations for fertilizers and pesticides, thus applicable to different



agricultural contexts. So, in order to solve the above problem some of the below factors has to be

considered to increase the productivity of the crop.

1) A modern farming method that uses research data on soil characteristics, soil types, and crop yield
data collection to recommend the right crop to farmers based on their site-specific parameters in order

to reduce the number of crops that are chosen incorrectly and increase productivity will be implemented.

2) A high accuracy and efficiency crop for site-specific parameters based on an ensemble model
majority voting technique is proposed as a solution to the issue.

3) To recommend fertilizers based on crop levels of N, P, and K.

e 1O) dards[16].
rithm named EEEC

algorithm which basically runs in 2 phases in the 1% phase it checks for the suMgle condition for a crop

4) ldentify the pest and recommend a specific Indian pesticide that compli

In this paper we concentrate on improving efficiency by implementing a

to grow without harming the crop from insects etc., and in the 2nd stage 4##Sed OWthe results obtained

from the stepl like which condition is suitable for which crop sed to predict in which month

we can grow them to obtain best results ie productionglig F used in farming for better

production.

The main objective of this research article is to g&@ate relevant information which is needed to take a

necessary decision for a crop to groysss healthy mahner and take some necessary actions which out

effecting from insects using machigg | Igorithms like Naive-Bayes [17]and SVM and compared
with proposed algorithm in h the d algorithm gave the best result when compared with the
other two.

Naive-Bayes: - Naiv: ne of the best classification techniques in statistics which is known as

as strong assumptions between features. It is highly scalable takes no of

he learning problem and takes linear time for classifying the data.

obability model in which the taken feature is to be classified and can be represented
=(v1,v2,v3,.....vn) which represents n features for k possible outcomes ie classes shown in

ematically it is given as

p(Cr) p(x | Cy)
p(x)

p(Ck | x) =



O°/¢; P(FPFP), FFPR ‘IOO:’;’?
Fig 3: Represents n features for k possible outco

Bayes algorithm can easily calculate for categorical data ie height, no g

etc.. NQls used to
discriminate between continuous features by replacing with discrete value's assumes probability
distribution for continuous features and based on this it can characterizes using@parameters.ie., mean

and variance.)

SVM: The most important and widely used ML algorit scq@lassifier is SVM which is a

supervised ML algorithm. This algorithm is useg ifyi ata for both classification and

differentiate between 2 or more classes

when eliminated if redefines itself [18]. So, in ti@egard most of the researchers’ mostly concentrates

on this algorithm for taking crucial elegaents in the d®a. Generally, the loss function can be optimized

tainly, the data will be separated in linear fashion which

. SVM can work very effectively and efficiently with the

Input Space Feature Space
(a) (b)

Fig 4 (a&b): Two classes with high dimensionality without increasing the computational cost



Proposed Methodology:

For recommending which crop to grow in which season can be given by the proposed classifier and the
architecture of the proposed model is given in figure 5.1n order to recommend the crop for a farmer for

making money the proposed classifier is used in the following steps:

Step 1:First of all we need to collect the data from various resources in this paper the data is collecte
from kaggle repository.

Step 2:1In the second step we have to take the best paramaters as I/P values so that the farm

more crop.For ex moisture of the soil,sunlight,temperature etc.

Step 3:From the data we will apply some base classifiers along with the py oSN which the
proposed model gave the best accuracy when compared with the other

Step 4:And in the final step based on the accuracy predicted we can recomm he farmer for
making more profits by farming best crop in best time[21,22]. ,

Data Collection Pre-processing

Data Cleaning

¥

l Data Selection ]
I ¥

Data integration ]

Weather Data ] | Agriculture Data

C

Clean Data

mary Result
nfusion Matrix)

¥

Visualization

Produce Result and
Discussion

Fig 5:Shows the architecture of the proposed model

In the proposed algorithm it classifies the data in a simple manner which is used for predicting the
accuracy of the model. In the first phase the data must be trained which contains tuples consisting of x
attributes X1,X2,X3....Xn where each tuple is checked against class and a decision tree is construicted

.and in the 2" phase from the decision tree a confusion matrix is generated which is used for prediciting



crop recommendation for the farmer.And the attributes taken in phase 1 for constructing a decision tree

are,
1)N Value 2) P Value 3) K Value 4)Temp 5)Humidity Or Moisture 6) Ph Value 7) Rainfall etc.,
And the class labels are 1)rice 2)maize 3)chickpea etc

A. Phase 1 Algorithm
I/P Trained Data

X=(X1,X2,...... Xn) taken from various attributes ie Y1,Y2,....Yn. ( utilization of variable @
consistant, in the above para attribute are mentions as X1,X2,X3....Xn)

Input Training Dataset Y) Splitting(Y)
Construct tree()
records in X in same class return
else: ,
for every attribute X:
build the best split for splitting X1 to X2. recursively call Splittiag
from sklearn.tree import DecisionTreeClassifier
classifier = DecisionTreeClassifier()
classifier = classifier.fit(X_train,y_train)
from sklearn.metrics import confusion_matrix
cm = confusion_matrix(y_test, y_pred)
Xtrain, Xtest, Ytrain, Ytest ain test split(features,target,test size =

0.2,random_state =2)

usion matrix (Y test, Y pred) _

acy a = No of True Predictions / Total Predictions return a

on various parameters and based on the season a confusion matrix is generated which is labelled
with different classes which is shown in figure 6.From the heat map generated from phase 1 we can
find the accuracy of the algorithm from the confusion matrix and predict the recommention to plant

which crop in which season based on the above parameters.
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Fig 6: Shows the Heap map generated in p

A heat map of classification outcomes in Phase 1 of the proposed algorithm. i tted in Figure 6. The
heat map is a block corresponding to the correlation between in ea (soil'pH and temperature
and rainfall) and predicted classes (variety of crops). Each ¢ intensity of how accurate the
classification is, and the darker the color the more accura . feaj@e importance and relationship
that drive accurate crop recommendations 3

parameters (high rainfall, low pH) separate 4@

the agricultural planner an idea of which factd

al use. It helps us determine what crop
trong ith. This visual gives the farmers and
ost influence crop yields and can help them figure

out where they need to focus while troubleshootinONgathe real world.

Performance Evaluation:

For any research problem pe ance ation[19] is one of the major tools for comparing the results

with the proposed clasgg

e

isting classifiers. These are like precision, recall, f-score, accuracy

etc., In order to calcu

e need confusion matrix which contains 4 values. TP(True-Positive),

Positive), FN(False-Negative) shown in figure 7

i e
[ ]
-

A\ )

Fig 7: Confusion matrix

Based on the values generated in the confusion matrix the precision, recall and f-score were calculated

which is given as[20]:



Precision = TP/(FP + TP)

Recall = TP/ (TP + FN)

F-Score=2TpP/2TP + FP + FN

Accuracy: (TP + TN)/ (TP + TN + FP + FN)

Figure 8 shows the accuracy on the dataset by using the classification algorithm Naive Bayes.

FPREDICTED LABELS
POSITIVE NEGATIVE &

Y4

POSITIVE

TRUE LABLES

NEGATIVE

Naive Bayes Confusion
Matrix

sin ive-Bayes

The model also provides conditional probabil a8 predicting the suitability of crops based on input

parameters, such as soil and environmental factorSS@baseline classifier comparison with the proposed

model is taken in the form of Naiv s. It works well for dealing with categorical data, but it’s less

accurate because it assumes f; ence and other simplifying assumptions. Naive-Bayes

results show the necessity bust such as the proposed classifier on complex agricultural

datasets that involve i features. The accuracy predicted using SVM is given as shown in
figure 9.
Q PREDICTED LABELS

0 “ Accuracy=331/453=77.48
SW™

Fig 9: Accuracy predicted using SVM

TRUE LABLES
POSITIVE

NEGATIVE




High dimensional data is handled well by SVM and optimal hyperplane is found for classification
with SVM. Figures such as the graph or the table above outline how SVM performs i.e. it can classify
crops according to their feature sets. Agricultural data scenarios are the best scenario for SVM and
they prove to be better than Naive Bayes. However, it may be too computationally intensive for larger
datasets. SVM is validated in a situation where a precise decision has to be made, e.g. determining
suitable crops under different soil conditions, by achieving higher accuracy. The accuracy predicted

using the Proposed classifier is given in Figure 10.

PREDICTED LABELS
POSITIVE NEGATIVE &

Accuracy=371/409=

POSITIVE

MNEGATIVE

Fig 10: Accuracy pre ng the Proposed classifier

Figure 10 shows the accuracy of the proposed ense -enabled edge computing classifier outperforms
both Naive-Bayes and SVM. By ¢ ing the strengths of many of these algorithms in an Ensemble

Learning fashion, the proposeggs| Xqu®" priicts robustly and accurately. Its practical adoption over

traditional methods is justi by it er accuracy. The relevant figure confirms the practical

applicability of the mggl arming and provides precise, actionable recommendations to save

crop failures and ach m yield while supporting their practical applicability.

If we tak ata on N P K etc our proposed algorithm predicted that the suitable crop for

ood vegetation and also for making more profits is [ ‘coffee’] shown.

04,18, 30, 23.603016, 60.3, 6.7, 140.91]])



Proposed
Classifier
Comparison Of Accuracy
Among 3 Classifiers

Fig 11: Output of Coffee using the proposed alg
The final output of the shown proposed algorithm (predic fee as the best crop in the
conditions of nitrogen, phosphorus, potassium, N P K I5Y re, soil pH, and rainfall) is

illustrated in Figure 11. The output shows th pde accurately process multiple parameters
while suggesting a specific crop recomme '@

be directly used by farmers to cultivate hig

e giveonditions. Such recommendations can
e crops like coffee, in alignment with the market

demand as well as the environmental suitability.
Discussion

Using an ensemble-enable e co g classification model, a methodology based on this is
to revolutionize modern farming practices. The methodology
computing to propose crop recommendations in real time to specific

, this addresses not only inherent limitations such as high latency and

n. This allows for the application of the model to real-time data at the edge, which

iance on cloud infrastructure, decreases latency, and retains data privacy. This study

nts, temperature, and humidity through a two-phase process classifying crops with a decision tree
and evaluating through a confusion matrix. This granular analysis guarantees that farmers get the most

accurate and actionable recommendation that will increase productivity and reduce crop failure risk.

Many studies have already focused on the potential of edge computing and 10T in agriculture. For

example, a study [13] discusses an application of Al, edge computing, and 10T for smart farming that



deals with the real-time monitoring and making of decisions; the proposed model's goal aligns here. An
loT-based smart farming system optimized water usage in strawberry farming using edge computing,
reported [15]. However, they do not reach up to crop recommendations or pest management. The
proposed algorithm thus addresses the gap by providing more holistic solutions to crop, fertilizer, and
pest recommendations. The study [10] discussed the use of microservices architecture in loT-edge
computing platforms for smart farming, which supports the flexibility and scalability of the edgg

computing system in our proposed methodology. Additionally, [11] presented a fog computing-orie

mainly based on the output of forecasts generated using static data sources
however, discussed here incorporates real-time edge-based processing co

techniques in providing practical, localized suggestions. Thu

existing framework that integrates edge computing and

puting is also now applicable
not only by mere monitoring systems

and irrigation.

The proposed model gives several practical advant2¥@s including offering immediate recommendations

to farmers on the kind of crops suit r specific farmlands, leading to efficiency in decision making.
From the analysis of data rel anfclimate, the model is ascertained to best employ water,
fertilizers, and other resourc ereb reasing costs and environmental impact. Additionally, the
model is found flexiblgl lemented over a wide range of farms either small-holder or large-
scale commercial ag e proposed ensemble-enabled edge computing model is a big step in
to achieve sustainable agriculture. It shows high accuracy, real-time

evant applicability, making it a crucial resource for addressing current issues

IV. Conclusion & Future Work

Far enefit from crop recommendations. During climate change, which is already impossible to
alwipate. Farmers no longer employ farming techniques passed down from generation to generation.
The findings obtained are also affected by natural circumstances. Choosing the correct variety of food
plants could help farmers' economies. The likelihood of the farmer encountering crop failure may be
reduced to a bare minimum, while the yield produced can be raised, and after the farmer has already

harvested, the harvested can be sold at a high price. Farmers will be taxed as a result of these agreements.




As a result, while giving nutritional recommendations, plants should utilize the right form. The
Proposed model was employed in this investigation on the Jupyter notebook for testing results and
compared with the existing classifiers like Naive-Bayes, and SVM in which the proposed model gave
the best accuracy when compared with the other two for predicting the best time for vegetation.

In this research we mainly focused on modeling a classifier that classifies the data effectively for
predicting the results which are based on some factors like weather, type of agricultural prod
temperature etc., which played a major for taking some critical decision’s whether the farmer can
farming a particular crop or not. By applying some deep learning concepts we may ac o

accuracy when compared with the existing one along with 10T devices.
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