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Abstract  

In many applications of human-computer interaction, emotion prediction is essential. To 

enhance emotion categorization, we present a hybrid deep learning model in this study that blends 

convolutional neural networks (CNN) with long short-term memory (LSTM) networks. The pre-

processing step refines the input data using Q-based score normalization to ensure ideal feature 

scale and distribution. Emotional states are robustly classified when CNN is employed to extract 

spatial data, and LSTM captures temporal relationships. Our model's ability to identify intricate 

emotion patterns is demonstrated through training and evaluation on a benchmark emotion dataset. 

According to experimental results, our suggested CNN-LSTM model performs exceptionally well 

on the test dataset, attaining 100% accuracy, precision, recall, and F1-score. These exceptional 

results highlight the power of combining CNN and LSTM in handling emotion prediction's spatial 

and continuous aspects. Q-based score normalization further enhances the model's performance 

by ensuring a well-distributed feature space, ultimately improving classification consistency. This 

study underscores the potential of hybrid deep learning architectures in improving emotion 

recognition applications. Our findings can be applied in diverse domains such as emotional 

computing, mental analytics, and human-computer interaction. 

Keywords: Hybrid emotion prediction, CNN, LSTM, Q based score, normalization, precision, 

recall, f1score and accuracy. 

1. Introduction  

In addition to making the interface between humans and computers more natural and efficient, 

human-computer interaction (HCI) aims to promote online learning, aid in human growth, and 

produce aesthetically pleasing designs and user experiences. Emotions have naturally emerged as 

a significant component in creating HCI-based applications as they are essential to human 

relationships. Numerous technology methods may be used to record and evaluate emotions, 

including voice, physiological signs, and facial expressions. Emotions expressed through signals 

should be accurately identified and processed to provide a more intuitive and natural human-

computer connection. Numerous machine learning methods have been created and continuously 

enhanced throughout the past 20 years of research on automatic emotion perception. Automated 

systems that can comprehend and interpret human emotions have the potential to revolutionize a 

society that is becoming more and more digital. Accurately interpreting human emotion might 

drastically alter these environments, given the rise of internet platforms for social engagement, 

education, healthcare, and remote work. For instance, automated facial expression detection might 
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enhance telehealth services by providing physicians with real-time information on patients' 

emotional reactions [1].  

Human emotions convey information through various channels, including speech patterns, 

body language, and facial expressions. Faces are important for communication and relationship 

dynamics because they show how individuals react to different situations. Face expressions act as 

transmitters, giving others subtle clues. In daily interactions, these expressions—frequently 

unplanned and instinctive responses to stimuli—are essential to nonverbal communication that 

transmits social cues and reveals an individual's emotional condition. The late 20th-century work 

by Ekman and Friesen, which categorized six universal facial expressions—pleasure, fear, 

surprise, disgust, sadness, and rage—solidified Darwin's idea [2]. 

The micro-expressions were highlighted by closely examining the video of a mentally ill 

patient. The patient briefly displayed a concealed melancholy emotion, lasting only two frames 

(1/12 second) while always seeming happy. Studies on micro-expressions highlight their 

importance for spotting dishonesty, especially in high-stakes scenarios like police interrogations 

when lying might have deadly consequences [3]. 

People who are struggling with mental health disorders may find it challenging to correctly 

interpret and react to social signals, such as tone and facial expressions. Reading these cues and 

reacting correctly is essential for controlling our emotions, comprehending those of others, and 

fostering relationships. Building adaptive social interactions requires understanding how our 

social activities affect other people's views. To avoid bad effects, angry people, for example, may 

decide not to show it verbally or by facial expressions. The subject of computer vision, known as 

Facial Expression Recognition (FER), offers a variety of methods for identifying human emotions 

from facial expressions. Understanding an individual's emotions helps improve behavioral 

science, therapeutic practice, and human-machine interaction, which is why researchers are 

interested in FER. More effective FER systems can be created thanks to technological 

developments and picture categorization methods. Applications for FER systems can be found in 

the music business, social marketing, healthcare systems, school counseling programs, lie 

detection, and targeted advertising [2]. 

In order to recognize image edges and represent objects according to their size, shape, and 

texture, FER used edge detection techniques prior to machine learning. However, computer vision 

has been the main technique used by FER in recent years. Applications for FER are many and 

range from identifying dishonesty and mental illnesses to identifying human emotions. FER 

systems are based on facial photographs, which frequently need the identification of Regions of 

Interest (ROIs) because processing whole images would be computationally expensive. The 

ramifications of FER extend to key areas of computer vision, such as data-driven animation, 

interactive gaming, robotics, neuromarketing, and human-computer interface (HCI) [4]. 

In this instance, the use of FER for lie detection in police investigation is very complex and 

necessitates a deep understanding of body language and psychology. Reducing error rates and 

validating lie detection systems require the involvement of experts in these domains. Similarly, 

the judicial sector frequently uses complex FER approaches that produce hybrid CNN-RNN 

algorithms for lie detection. Lower complexity FER is useful for measuring client satisfaction in 
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industries like the fashion sector. This entails differentiating between good feelings that indicate 

interest or a desire to buy and negative emotions that indicate indifference to a product. This 

procedure is simpler than the difficult work of identifying falsehoods in police investigations [5]. 

FER's primary problem is handling large amounts of data variability that are impacted by 

personality, ethnicity, and expression intensity. Furthermore, factors like head posture and lighting 

greatly influence how well facial expressions can convey human emotions. Another difficulty is 

categorizing facial expressions into a small number of sorts since various ethnic groups have quite 

varied characteristics. Therefore, creating a strong identification model for FER is crucial. The 

primary technique for creating the FER model in recent years has been deep learning, namely 

Convolutional Neural Networks (CNN) [6].  

Contributions of the study  

• First, we introduce a novel hybrid CNN-LSTM framework that effectively combines 

spatial and temporal feature extraction, leading to superior classification performance. 

• Second, we propose Q-based score normalization as a preprocessing technique that 

improves data consistency and overall model robustness.  

• Third, our test findings show that the suggested method is resilient in emotion 

identification tasks, achieving 100% accuracy, precision, recall, and F1-score. 

•  Lastly, our study opens the door for future developments in real-time emotion analysis by 

offering insights into the useful uses of deep learning in emotional computing, mental 

health monitoring, and human-computer interaction. 

Organization of the paper 

The hybrid emotion prediction study reviews the contributions of various authors in Section 2 

(Related Works). Section 3 presents the proposed algorithm within the methodology. Section 4 

focuses on dataset analysis, result prediction, and performance evaluation. Finally, Section 5 

concludes the research with key findings and discussions. 

2. Related work  

Audio-visual emotion recognition is essential for intelligent human-machine interactions, 

although training deep learning techniques often requires large amounts of data. To solve this 

problem, a multimodal Conditional Generative Adversarial Network (GAN) is proposed. Utilizing 

Hirschfeld-Kebelin-René (HGR) maximal correlations, the GAN simulates the strong reliance 

between the visual and hearing senses utilizing category information as input. The created data is 

then appended to the data manifold to account for class imbalance [7]. The model performs better 

in terms of accuracy, precision, and memory efficiency than pre-trained models like VGG16 and 

RESNET 50. This concept might be useful for cyber security, social media content regulation, and 

identity verification. The model further incorporates Channel-Wise Attention Mechanisms during 

feature extraction to improve RESNET50's overall performance [8]. By balancing contextual and 

granular information, this study suggests a hierarchical feature fusion network (DHF-Net) to detect 

emotions during conversations. DHF-Net analyzes joint attention, action/intention, and discourse 
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emotion to comprehend cross-influence. It employs a hybrid convolutional neural network (CNN) 

grouping technique with a bidirectional gate recurrent unit (Bi-GRU) [9].  

Emotions are a multifaceted domain that impacts cognition, planning, and decision-making. 

Utilized in e-learning, marketing, and human-robot interaction, automated human emotion 

recognition (AHER) is a crucial area of study in computer science [10]. Combined text and visual 

semiotic systems with online content using deep learning networks and machine learning. The 

model consists of four parts: segmentation, text analysis, picture analysis, and the decision block. 

The model outperforms individual text and picture modules with an accuracy of about 91% [11]. 

To lower model training error, the TK-GAN model is introduced, and the GAN method is applied. 

Soft attention was established to enhance the learning capacity of stock-related data 

characteristics. BERT improves the model's applicability to certain financial areas in the text 

branch. The MAE and MSE values in the experimental findings are as low as 0.01949 and 

0.00091[12].  

To estimate stock market prices, this article creates a hybrid model with GANs that combines 

natural language processing, machine learning, sentiment analysis, and statistics. The study's 

conclusions help investors make knowledgeable decisions on whether to buy, sell, or keep shares 

[13]. For characterizing and merging EEG data, EEGFuseNet is a hybrid unsupervised deep 

convolutional recurrent generative adversarial network-based model. Deep EEG characteristics 

with temporal and spatial dynamics are automatically described. The model can recognize 

emotions and is dependable, robust, and simple to train. It is also effective at describing and 

combining dynamic EEG data [14]. The model uses relation-based transfer learning to analyze 

low-volume sentiment on SemEval public data. The extracted features are injected into an implicit 

neural network (INN) in the target domain, which has synergistic effects due to its ability to 

process continuous and intermittent data. The model achieves an accuracy of 88% and a 3% loss 

rate on SemEval data [15]. 

In affective computing, AI, and user experience, multimodal emotion recognition is essential. 

However, assessing emotions from several modalities is a challenge for traditional systems. GM 

functions apply dynamic weights to emotions in a hybrid multimodal emotion recognition (H-

MMER) framework. With an average accuracy of 98.19%, the framework can accurately predict 

four distinct emotional states [16]. Proposed hybrid deep learning model that uses eye movement 

data in conjunction with MesoNet4 and ResNet101 architectures to identify Deepfakes in real-

time. The model uses MesoNet4 to edit face images and ResNet101 to extract complex visual data. 

With accuracy ratings of 0.9873 on FaceForensics++, 0.9689 on CelebV1, and 0.9790 on 

CelebV2, the hybrid model shows promise for video forensics and content integrity verification. 

Additionally, the model performs exceptionally well on several datasets, such as FaceForensics++, 

CelebV1, and CelebV2 [17]. Restaurant operations have been greatly influenced by online media, 

raising customer reviews. Although it struggles with imbalanced datasets, sentiment analysis (SA) 

aids in predicting review sentiments. This study suggests a hybrid strategy that blends PSO, 

oversampling, and SVM techniques. Compared to previous classification methods, this method 

increases accuracy, F-measure, G-mean, and AUC, benefiting the restaurant industry's success 

[18]. A pre-trained Spatial Transformer Network and bi-LSTM with an attention mechanism are 

used by the face emotion recognizers. Using the RAVDESS dataset, the program identified eight 
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emotions with an accuracy of 80.08%. Combining these modalities enhances system performance 

in several applications, such as road safety and healthcare systems [19]. A temporal-detection 

pipeline for microscopic-typo comparison of video frames. The program classifies authentic and 

fake visual input using 512 face landmarks and a Recurrent Neural Network (RNN) pipeline. The 

suggested algorithm and network showed competitive performance on any fake-generated image 

or video and established a new standard for visual counterfeit detection [20]. To enhance emotion 

identification in Brain-Computer Interaction (BCI), this study suggests feature extraction and data 

augmentation strategies. To produce more EEG characteristics, the technique uses Conditional 

Wasserstein GAN and deep generative models. The method's efficacy is assessed using the DEAP 

dataset. According to experimental results, EEG-based emotion identification models are 

improved by adding enhanced data, with mean accuracy rising by 3.0% for arousal and 6.5% for 

valence [21]. Multimedia content has been mined using attention-based deep neural networks 

(DNNs). Attention mechanisms have recently been included to highlight emotionally significant 

information. This study looks at how attention processes affect performance and evaluates current 

advancements in SER. A benchmark database called IEMOCAP is used to compare system 

accuracies [22]. To generate a feature vector for emotional recognition, the model combines 

outputs from N adaptive neuro-fuzzy inference system classifiers using input vectors. On the 

DEAP and Feeling Emotions datasets, the model received accuracy ratings of 73.49% and 95.97%, 

respectively [23]. 

The study assessed a hybrid deep neural network (HDNN) for emotion identification using 

EEG data. The activation function improved the model's accuracy by accounting for the intricacy 

of the input and output data. The DEAP dataset, which contained physiological and EEG inputs, 

showed that the model's performance was enhanced by the ELU function [24]. The model refines 

characteristics and predicts relevance using fine-grained emotional similarity and feature 

canonical correlation analysis (CCA). After that, XGBoost is used to calculate similarity while 

considering emotional component distance and fine-grained affective semantic distance [25]. By 

integrating fusion features with CNN, the bidirectional RNN with CNN (BRDC) model improves 

the performance of both interpretation and classification. With 99.90% accuracy, 98.41% F1, 

97.96% precision, and 99.90% recall during training, it outperforms existing models [26]. It 

presents an IChOA-CNN-LSTM hybrid model that combines an improved CIM optimization 

method for feature fusing, long short-term memory networks for continuous data processing, and 

CNN for visual feature extraction. With an impressive 97.8% accuracy rate, our model 

outperforms current techniques [27] 

It offers a thorough analysis of EEG emotion identification, emphasizing deep learning methods 

such as RNN, CNN, and DBN. It looks at benchmark data sets, discusses innovative applications, 

assesses the promise and issues, and offers suggestions for more study in this challenging field of 

HCI [28]. To enhance the identification of emotional states from EEG data by combining deep 

features from wavelet CNNs with multiclass support vector machines (MSVM). In the process, 

EEG data is preprocessed and optimized using popular CNNs, and the best feature layer is chosen 

for MSVM classification. The approach produced enhanced accuracy rates of 77.47% and 87.45%, 

respectively, when tested on the DEAP and MAHNOB-HCI datasets [29]. Artificial intelligence, 

medical technology, and online education all depend on the ability to recognize emotions. While 

existing approaches frequently offer multi-category single-label predictions, deep learning 
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techniques increase the accuracy of EEG emotion identification. A novel method builds emotion 

categorization labels using DBSCAN and linguistic resources. With an average emotion 

classification accuracy of 92.98%, the DEAP dataset experiments have potential applications in 

social media, education, and mental health care [30]. 

3. Proposed methodology  

The proposed hybrid emotion prediction model is based on convolutional neural networks 

(CNNs) and long short-term memory (LSTM) networks. During the preprocessing stage, 

normalization is applied to improve data consistency and model performance. The CNN extracts 

spatial information from video frames to identify important patterns required for emotion 

recognition. These collected characteristics are then sent into an LSTM network, which looks at 

sequential relationships to improve classification accuracy. The model's predictive skills are 

assessed using key performance measures, with precision, recall, accuracy, and F1 score. This 

hybrid method improves emotion identification from video data by utilizing the advantages of 

both CNN and LSTM, making it appropriate for many real-world applications, as seen in Figure 

1. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 1. Overall flow diagram of proposed hybrid prediction 

Dataset  

Real-time image acquisition is performed, and the captured videos are saved in a folder. Each 

video represents a distinct emotion. For example, one video may show a person smiling to express 

happiness, while another may show a person laughing to express joy. These videos serve as the 

Preprocessing: Q-based score 

Normalization 
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primary source of emotional data, providing valuable information for analysis and integration into 

the emotion prediction process. 

Preprocessing: Q-based score Normalization  

One method to obtain the threshold as a function of Q is to break the issue down into many 

simple independent problems. Finding the proper boundaries θi for each neighborhood is simple. 

EQ may be separated into K-linked and unconnected neighborhoods, Ni, if EQ = N1 ∪··∪NK and 

Ni ∩Nj = 0/∀i = j. This formula may be readily modified if more than one quality indicator is 

offered for a single verification technique. Neighborhoods are defined by their borders, Ni = 

(li,li+1), in the straightforward scenario when only one quality metric is given.  

An acceptable method for creating these intervals must consider that the amount of verification 

attempts within an interval determines how reliable any threshold estimation is. EQ is, therefore, 

divided into intervals with about equal numbers of verification attempts. Assume that the sequence 

T = {(s1,q1,c1),...,(sNT,qNT,cNT )} is arranged using the quality factor qi ≤ qj ∀i < j without 

compromising generality. If we define a lower constraint for the measurement of quality measure 

q0 = q1 −ε, where ε represents an arbitrarily small positive constant, we may build the interval 

bounds as follows: 

𝑙𝑖 =
1

2
(𝑞 [

(𝑖−1)𝑁𝑇

𝐾
] + 𝑞 [

(𝑖−1)𝑁𝑇

𝐾
])∀𝑖 ∈ {1, . . . . 𝐾 + 1}              (1) 

 

CNN feature extraction  

The network typically takes features and trains them. The network is given particular places in 

the frame where the features are retrieved and trained to decrease spatial complexity. CNN feature 

extractors employ a pre-trained model predicated on the transfer learning process. This enables 

the network to use both a custom-trained model for video analysis and the pre-trained model's 

capabilities. Once the layer that will be utilized as a feature extraction point has been identified, 

the remaining layers of the source CNN are removed using this procedure. The feature extractor 

network that is left over is then moved to the LSTM network. To simplify memory, video data is 

extracted into frames, even if they are not preserved.  

These frame-level image sets extract raw abstract facial features with high-dimensional visual 

information as feature vectors per frame. 

𝑢𝑛
(𝑣)

= (𝑢1, 𝑢2, . . . , 𝑢𝑚)               (2) 

For the Deep CNN feature extractor, the number of frames or frame sequences is n, and the 

output dimension is m.  

Given 𝑣 as the exclusive video identifier for a total accessible No. of videos in the training set, 

the set of all frame feature vectors 𝑢𝑛
(𝑣)

 used to predict the sequence 𝑈(𝑣) is represented as features. 

The set below shows that there are T frames. 

𝑈(𝑣) = 𝑈1
(𝑣)

, . . . . 𝑈𝑇
(𝑣)

       (3) 
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LSTM (Long short-term memory) 

The resulting video-level feature vector is sent into the LSTM cell inputs. The mean pooling 

layer of the LSTM temporarily stores frame-level visual features in its memory unit to obtain 

them without storing them. The CNN feature extractor obtains the feature vectors by using face 

embedding. 

Following the extraction of patterns from the cell, the LSTM computes future patterns in the 

queue frames after learning the pattern for each video frame v at time t. Prior connections and 

patterns are retained in the hidden states, making them accessible for additional processing. A 

prospective memory cell state is formed from the internal memory cell state (c t), the candidate 

state (𝑔𝑡), the three gates (input gate (𝑖𝑡), output gate (𝑜𝑡), forget gate (𝑓𝑡), and input gate 𝑖𝑡. This 

serves as a link between the information at hand and hidden or previously stored patterns that are 

controlled by mathematical calculations, 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 ⊕ 𝑤𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)                            (4) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 ⊕ 𝑤𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)                             (5) 

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑡 ⊕ 𝑤𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓)                              (6) 

𝑔𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑔𝑥𝑡 ⊕ 𝑤𝑡 + 𝑈𝑔ℎ𝑡−1 + 𝑏𝑔)                       (7) 

𝑐𝑡 = 𝑓𝑡 ⊗ 𝑐𝑡−1 + 𝑖𝑡 ⊗ 𝑔𝑡                                                  (8) 

ℎ𝑡 = 𝑜𝑡 ⊗ 𝑡𝑎𝑛ℎ𝑐𝑡                                                              (9) 

Here, ⊕ −𝑣𝑒𝑐𝑡𝑜𝑟 𝑐𝑜𝑛𝑐𝑎𝑡𝑒𝑛𝑎𝑡𝑖𝑜𝑛 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟,  

⊗ −𝑒𝑙𝑒𝑚𝑒𝑛𝑡 − 𝑤𝑖𝑠𝑒 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑤𝑜 𝑣𝑒𝑐𝑡𝑜𝑟𝑠, 

𝑊 −  𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡𝑠 𝑡𝑜 ℎ𝑖𝑑𝑑𝑒𝑛 𝑠𝑡𝑎𝑡𝑒𝑠  

𝑈 − 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑓𝑟𝑜𝑚 ℎ𝑖𝑑𝑑𝑒𝑛 𝑡𝑜 ℎ𝑖𝑑𝑑𝑒𝑑  

𝑏 − 𝑏𝑖𝑎𝑠𝑒𝑠 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒  

There are two components to the LSTM pipeline: 

1) The first element is the comprehensive feature, which represents every frame in a certain movie 

and is obtained using the CNN model's feature vector. The mean pooled frame feature serves as 

the model's input for each frame. 

2) After splitting each video into equal frame occurrences, the feature vectors for each movie are 

extracted under the target vector/label T. Here, the target label is divided into two classifications—

false and authentic—and one-hot encoding vectors (y1, y2). High-dimensional sparse vectors are 

compressed into lower-dimensional sparse vectors via the embedding layer, which assigns weights 

(w1,...,wn) to each feature vector. After being replicated and concatenated with weight vectors wt 

at each time step, the average frame feature x is fed into the LSTM model as (x1 Nw1,...,xT NwT). 

The output of the LSTM cells, which are responsible for directing the convergence of the memory 

cells to the ultimate goal state, are the intermediate hidden layers (h1,..., ht). For every video frame 

v, the conditional probability would be,  
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𝑃(𝑦𝑡, . . . . , 𝑦1|𝑥𝑡 ⊗ 𝑤𝑡, . . . . . , 𝑥1 ⊗ 𝑤1) = ∏ 𝑃(𝑦𝑡|ℎ𝑡−1)

𝑖≤𝑡≤𝑇

 

4. Result and discussion 

CNNs- LSTMs are combined in the suggested hybrid emotion prediction model to enhance 

emotion identification from video data. During preprocessing, normalization is applied to ensure 

data consistency and optimize model performance. The CNN extracts spatial features from video 

frames, capturing essential patterns, while the LSTM analyzes temporal dependencies to improve 

classification accuracy. The model performance is evaluated using key evaluation metrics, 

including precision, recall, accuracy, and F1 score, ensuring a comprehensive analysis of its 

effectiveness. The implementation uses Python (version 3.11) in the Spyder development 

environment. The system runs on a 64-bit processor with 8 GB of RAM, providing efficient 

execution and processing of video data for accurate emotion prediction. 

 

Figure 2. Loss and accuracy of emotion prediction 

Figure 2 shows the input video frame accuracy and the training and validation losses as a 

function of the number of epochs. These measures shed light on the model's training procedure 

and long-term generalizability. As the number of epochs increases, the trends in training and 

validation accuracy indicate the model's convergence and performance, while the loss values 

reflect the reduction in errors during the training process. This analysis is essential to 

understanding the effectiveness of the CNN-LSTM framework in emotion prediction. Auth
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Figure 3. Confusion matrix  

Figure 3 shows the confusion matrix of the hybrid emotion prediction model, which produces 

labels such as sadness-fear and amusement-surprise. This matrix compares the actual and 

predicted labels, clearly visualizing the model's performance in distinguishing between these 

emotional categories. It highlights correct classifications and misclassifications, giving valuable 

insights into areas where the model may need improvement. The confusion matrix is a key tool to 

assess the model's accuracy and ability to accurately predict different emotional states. 
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Figure 4. Classification report 

The hybrid emotion prediction model's classification report offers comprehensive findings 

regarding accuracy, recall, and F1 score, particularly emphasizing the emotion pairings 

amusement-surprise and sadness-fear. These metrics, which are shown in Figure 4, offer a 

thorough evaluation of the model's effectiveness for every emotion class. Recall gauges the 

capacity to find all pertinent examples, accuracy shows the percentage of accurate positive 

predictions, and the F1 score strikes a balance between the two. This classification report is crucial 

to evaluate the model's overall efficacy in differentiating the designated emotion categories. 

 

 

Figure 5. Performance metrics of emotion prediction 

The emotion prediction model's performance analysis demonstrates exceptional outcomes with 

precision, recall, F1 score, and accuracy, all hitting 100%. These results, shown in Figure 5, 

illustrate the model's perfect classification capability across all emotion categories, indicating its 

high level of effectiveness in emotion recognition. The flawless performance suggests that the 

model has successfully learned to distinguish and predict emotions with maximum accuracy, 

providing confidence in its reliability for real-world applications. 
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Figure 6. webapp results 

The input videos, extracted to express the emotions of sadness and fear, were used to train the 

model with the CNN-LSTM architecture. The process shown in Figure 6 illustrates how the model 

was trained on this emotion-labelled video data. The model can precisely recognize and categorize 

the emotions of fear and sadness because the CNN component collects spatial data from the video 

frames, and the LSTM network analyzes the continuous biases. The figure demonstrates the 

training flow and highlights the main stages of feature extraction and emotion classification. 

 

Figure 7. Prediction result. Auth
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The CNN-LSTM model for hybrid emotion prediction trained on a dataset of emotion models 

successfully identifies and classifies combined emotions such as amusement_surprise. The 

prediction results are illustrated in Figure 7. 

5. Conclusion  

This study presents a hybrid approach for emotion prediction by integrating normalization as a 

preprocessing step with a CNN-LSTM-based classification model. By increasing data consistency, 

normalization improves model performance and feature representation. CNN and LSTM operate 

together to capture temporal and spatial connections, resulting in a more reliable and accurate 

framework for classifying emotions. Our strategy successfully manages complicated emotional 

patterns, as experimental data shows it outperforms existing methods. The model's performance is 

assessed using accuracy, precision, recall, and F1-score; all four metrics get a perfect 100%. This 

outstanding result shows how reliable and effective the proposed approach is in accurately 

predicting emotions. The study concludes that the CNN-LSTM model combined with Q-based 

score normalization is a dependable and incredibly successful technique for predicting emotions. 

Applications in affective computing, human-computer interaction, and mental health monitoring 

might greatly benefit from this paradigm. Future work may optimize hyperparameters, incorporate 

multimodal data, and explore real-time implementation to enhance system efficiency and 

adaptability. 
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