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Abstract

by predefined mappings. Prediction of dosage is achieved by using a linear regression Wgiel that incorporates the use
of normalized physiological parameters to predict quantity in either grams or miIIiIitﬁs. Q@ Prehensive testing on a

selected dataset proves that MedLeafRec has a dosage prediction Mean Absolut or (WAE) of 0.62 g/ml and a

classification accuracy of 95.34%. Such performances are substantially those of baseline models, such as
Random Forest (89.45%), SVM (87.50%), and Rule-Only Systems .4& addition, the model has a small
footprint (2.1 MB) and low inference latency (3.4 ms/sample h akeglt very applicable in mobile and

constrained settings. The modular and transparent desjgn of QERdLea ws it to integrate with healthcare
platforms that can be deployed in the field without djg ical reasoning of the conventional practice.

easoning, Decision Tree Classifier, Dosage

1. Introduction

Ayurveda is considered one of St ancient systems of holistic medicine, which is still centrally featured
in health and wellness ecosystems in other regions. As the world moves toward personalized, natural
and preventive health care, the ne Wintelligent systems which are capable of mining the Ayurvedic

, more complicated deep learning models such as Convolutional Neural Networks (CNNs) and
Memory (LSTM) networks have demonstrated potential in learning intricate patterns in medical

yurvedic recommendation systems. Although deep models have the potential to achieve high accuracy,
usually viewed as black boxes and their predictions cannot be explained easily to make them trustworthy to
the practitioners or the users [8] [9] [10]. Moreover, the majority of current models have not been adapted to the
peculiarities of logic and combinatorial symptomatology interpretation that is used in Ayurveda, in which the scenarios
of symptom-remedy correlations lie within centuries of traditional expertise, but not merely in statistical co-
occurrence.




Past work on automating Ayurvedic recommendation systems has been based on rule-based engine only or
direct machine learning classifier. Rule-based systems represent Ayurvedic logic in hard coded rules, e.g. “when fever
and cough then suggest Tulsi.” Though these systems are explainable and grounded in domain knowledge, they are
brittle and have poor coverage [11] [12] [13]. Unknown or vague combinations of symptoms usually produce
inconclusive results. Conversely, the purely statistical classifiers have the ability to generalize more, but they eliminate
the conventional knowledge representation and are less interpretable. These systems can suggest a solution that does
not correspond to Ayurvedic reasoning, which damages credibility and cultural acceptability to the user. [14]
Figure 1 illustrates important Ayurvedic leaves, showcasing medicinal plants.
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Figure 1: Importq@ayurvedic Leaves

ngs, this paper introduces MedLeafRec, a unified framework that

In order to alleviate these sho

combines the better of the two paradigni. s a rule-augmented strategy in which a hand-crafted knowledge
base of Ayurvedic rules can be utili itiginference layer. In case the symptoms of a patient correspond to
any of these high-confidence rul ported by training data), the respective medicinal leaf is directly
suggested. This guarantees thg aintains the interpretability and classical faithfulness of the classical practice.

Nevertheless, when the iy A vered by these preimplemented rules or results in several contradictory
outputs, a supervised mad model, a decision tree classifier, is called as a safeguard measure. Trained on
encoded symptom metadata this model learns to generalize on historical data, covering a wide
range and i accuracy even in uncertain cases.

eafRec dosage estimation module uses linear regression. This element is able to make
ersonal by taking into account the variables that include age, temperature, and also the severity
icity and interpretability are guaranteed because the model used is linear regression, which
ary care and health outreach activities. Such a dosage module makes MedLeafRec stand out
al classifiers, as it does not only provide information on which leaf to take, but also the amount of it,
cial consideration in herbal pharmacology. The entire pipeline, including data intake and preprocessing,
, and dosage estimation is computationally efficient, explainable, and usable in the field. Experiments on
s dataset indicate that MedLeafRec outperforms traditional machine learning baselines on all main metrics,
with a classification accuracy of 95.34% and a dosage prediction MAE of 0.62 g/ml. Its small size (2.1 MB) and fast
inference speed (3.4 ms/sample) additionally shows its suitability to be run in a mobile or edge computing device,
e.g., a telehealth system or rural Kiosk.

1.1. Main Contribution of the Work




e Hybrid Rule-Augmented Framework: Proposes a new hybrid architecture of Ayurvedic rule-based
inference along with a fallback decision tree classifier, which guarantees interpretability and wide
symptom coverage.

o High Classification Accuracy: Obtains a classification accuracy of 95.34% which is much higher than the
traditional machine learning baselines, such as Random Forest (89.45%) and SVM (87.50%).

e Lightweight Dosage Estimation Module: Integrates a clear linear regression model of individualizeg
prediction of dosage with a mean absolute error (MAE) of 0.62 g/ml, which is clinically accurate.

e Explainable and Transparent Decision Process: Allows output to be traced back to Ayurvedic
allowing priority to be given to Ayurvedic rules and the provision of decision-tree visualisationof m&gs
driven predictions to increase practitioner confidence.

e Optimized for Real-Time and Edge Deployment: It was designed with a compact model
and rapid inference speed (3.4 ms/sample), which makes it especially well-sui 0
applications and clinical practices in rural areas.

o Fallback Strategy for Incomplete or Unseen Inputs: It is reliable sinced
classifier in cases where rule-based recommendations do not exist o

e Preserves Traditional Ayurvedic Logic: Preserves cultural and clinica
first paradigm, which guarantees loyalty to time-tested herbal correspond®@

bac a data-driven

The rest of the paper is organized as follows. Section 2 provides a detailwew O®related studies focusing
on herbal medicine recommendation systems, Ayurvedic diagnostic aut d traditional rule-based as well as
machine learning models for health informatics. Section 3 prese osed MedLeafRec methodology,
elaborating on the hybrid rule-statistical architecture, data prepr af sification, and dosage prediction
strategies. Section 4 describes the experimental setup, evaluagdh me comparative results with existing
Finally, the Conclusion and Future Scope in
ing the upcoming LeafNet-Hybrid model.

was not easy as there were difficultig@associgted with lighting and angle variations as well as position and
morphological differences. They preggn e learning approach called PSR-LeafNet (PSR-LN) that employ
three coupled sub-networks, P-N et, to extract features, such as leaf shape, venation, and texture
[16]. The Minimum Redundancy ance (MRMR) criteria were used to refine the features and a Support
Vector Machine was used tg ; . The performance of the PSR-LN-SVM model was high as it showed up to

parts of the plant could be used in the identification process, the images of the
iate due to their availability and visual peculiarities. The outcomes of classification were

er the past few years, deep learning has been critical towards automating plant disease detection in real-
rmers relied on manual methods of identification which were slow and inaccurate, a factor that enhanced the
infection and poor crop production. Newer computer vision techniques and the increased availability of mobile devices
made this possible [18]. The labeled dataset of money plant leaves was used to train a YOLOV5 model and differentiate
between healthy and unhealthy samples. It used one pass to process whole images and forecasted class labels along
with bounding boxes. The model attained an accuracy of 93% when evaluated on mobile-captured images, making it
suitable to be deployed in the field.




Undetected diseases often influenced crop yield and needed to be diagnosed and graded in time. Manual
checking was found to be time consuming and erratic. In this regard, a two-step deep learning-based framework was
proposed to identify the plum red spot disease in complicated farmingBackgrounds. YOLOv8 model initially
separated single leaves, removing unnecessary background. A better U-Net structure then extracted diseased areas
[19]. To address the pixel imbalance, Dice Loss and Focal Loss were used, and ODConv and MSCA modules were
used to improve multi-scale feature extraction. The model achieved a classification accuracy of 95.3%, mloU of

The presence of abnormalities in the leaves of medicinal plants, observed in the case of Centella asiatica
proven as a significant constraint to agricultural yield and the quality of compounds. They sugge n

®)

VaNSAS) ensemble. The following methods were based on segmentation models: U-Net,
DeepLabV3++ to localize infected areas. Lightweight CNNs such as ShuffleNetVv2,
MobileNetV3 were used to classify these [20]. The fusion strategies that included
evolution, particle swarm optimization, and VaNSAS were used to improve the pg
the model has reported over 14% and over 7% accuracy in classification and seg

3. Methodology

The Ayurvedic inference based approach towards plant phenotyping w) this paper, named as
MedLeafRec, is a rule-based hybrid approach with statistical machine Jg dels. The first stage captures the
patient inputs, including age, gender, symptoms, temperature, sympt ty etc. and preprocesses them with
encoding and normalization. The system initially tries to classj crafted Ayurvedic rule base and

structure satisfies precision and interpretability.

3.1. Patient Data Input

ut architecture are the age, gender, physiological symptoms of
ers are selected because of their diagnostic value and at the same
ry interfaces. The symptoms taken into account by the system are
and cough, the diseases that are very common in the scope of traditional
e a traditional herbal treatment. Inclusion of these symptoms is two-fold.

any
categorical fingerprint of the current physiological status of the patient. Second,
L e € cluster of symptoms onto existing Ayurvedic bodies of knowledge in which

time suitability to both manual an
frequent ones like fever, cQldsing

erical encoding of 1, 2, and 3 respectively. This severity measure allows the model to
ptoms, realizing that a mild fever and severe cough may be considered a different remedy
ate fever and cough. This dedicated input pipeline is the key to the further preprocessing and

tom Severity Mapping

1, low
Seer =12,  medium @9
3, high

Additionally, the inputs are intended to be either gathered at a mobile interface in rural or resource-
constrained settings or through the assimilation with digital health kiosks. The system can be extended in cases where




other sensor inputs (pulse rate or oxygen saturation) are known, but the minimal system of age, gender, core symptoms,
and temperature provide accessibility and usability in a large variety of possible application environments. Figure 2
presents the architecture of the MedLeafRec framework.
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Figure 2. Ayurvedi cd Plant Phenotyping System

carefully designed to guarantee data quality, consistency and its
suitability to both rule-based infe statistical learning models. The raw inputs can originate in many
i semi-automated kiosks, or mobile health apps, etc. Standardization is
g pipeline starts with categorical encoding, which is an operation that converts
merical representations to be understood by the computational models. Such

therefore a necessity. Th
textual or categorical col

importance. Symptoms are multi-label in nature, and thus they are one-hot encoded to
absence of each condition separately. symptoms in this encoding format, each symptom is

ties. The one-hot encoding also enables interpretability in the rule-based module, with particular
ch as (fever=1, cough=1) having a known interpretation in terms of Ayurvedic system treatment

t Encoding of Symptom Feature Vector

(2)

S = {1, if symptomiis present
L7010, otherwise

Another essential preprocessing step is hormalization. Because the numeric range of such variables as age
and temperature is large, and their units are different, their raw values may cause bias during model training.



MedLeafRec normalizes these continuous features using Z-score normalization, which standardizes each input by
calculating the mean and standard deviation. This method keeps the features centered at zero with proportional scaling,
which is helpful in improving the convergence of regression algorithms, and keeps features balanced in the splitting
attribute of the decision tree.

Z-Score Normalization

3)

preprocessing is dealing with missing data. It can be very common in the field when the user might
inputs particularly the ones that need manual measurements such as temperature. MedLeafRe,

and do not compromise the integrity of the data set like more involved imputatr®
need of further modeling or assumptions.

Feature Vector Representation {
X = [Zageﬂ Ztempﬂ Sl: SZ) ] Sk: Ssev]

3.3. Rule-Based Leaf Recommendation

A rule-based module, which utilises a codif
framework in which the medicinal leaf classificatig
making line and reflects the interpretability and d
The rule engine consists of a set of pairs of conditio
will simply be translated into a herbal remedy. These' 8
confirmed by empirical evidence of the practitioners. Fore
the rule engine can suggest Tulsi (Holy i) Which has got antipyretic and anti-inflammatory effects. In a similar
fashion, cold and headache may lead to i f Giloy, an immunomodulatory climbing shrub. These mappings
nturies old formulations, re-purposed into a structured decision

Support,
= 5
nfr TotalMatches, ®)
Confidepce-\"gilihted \oting
P(L) = Z Confy - rrigger, = 1 (6)
TERj

T is also the confidence mechanism rule engine that uses statistics of training data. The confidence score

of rule@Dased on historical co-occurrence of symptoms and associated leaf prescriptions. When the confidence

above a certain predetermined threshold (80% in our implementation), the system issues a direct

endation without falling back on the model. This is a mechanism that makes the system favorites the
interpretability and consistency of domains whenever there is a dependable heuristic knowledge.

Rule Trigger Condition

. (1, if Conf, > 0.80
Trigger. = {0, otherwise

()




A bonus feature of this rule-based structure is that it is not vulnerable to overfitting. These rules being
manually built and empirically based are less sensitive to noisy input data. The rule engine is however not omniscient,
it might not yield a result when presented with ambiguous or rarely occurring combinations of symptoms. In the event
of such a case (either because there is no matching rule, or because there are conflicting matches), the system can
smoothly fall back to statistical model, and continue providing decision support.

3.4. Decision Tree Classifier (Fallback)

Although the rule-based system is capable of processing a large fraction of patient cases with
interpretability, it is by nature restricted within the scope of its pre-determined knowledge base. The
framework uses a Decision Tree Classifier as a fallback mechanism to cover the cases in which cq

work in the cases when the rule engine returns ambiguous or no recommendations, which ma
available and with good diagnostic coverage. The Gini Index is used as a main splittinggaacio

Age, normalized temperature, and one-hot symptom encodings are examples of featurcSg@&ovided to the tree recursive

partitioning logic.
Gini Impurity for Decision Tree Node ,

(8)

is limited, and the complexity is reduced by
decision Wee models. During training, cross-validation
t profiles. The resulting final model has a classification
ifs resilience and predictive effectiveness even without the

pruning to eliminate overfitting, which is a typica
is applied to guarantee generalization on unobserves
accuracy of 95.34 on the validation dataset, demonstrat
rule-based certainty.

Information Gain

Dy |
I G(Dy) 9)
veValues(A)
The notable thinge (NG leCc®on tree in the MedLeafRec framework is its interpretability. The decision

tree can be traced back hlike black-box models like a deep neural network, whose reasoning can be
Log@fs. Such transparency is critical to guarantee that fallback recommendations are

ance between automation and medical responsibility. It increases the coverage of the
igh level of performance and interpretability, which is why it is a crucial part of the hybrid

as a fail
system,
diagnodl

L= ftree(X) (10)
Where X is the input vector and L is the predicted leaf.

Feature Importance in Decision Tree

I(4) = z %-AGt (1)

t€T 4




Where T, are tree nodes using feature A, AG; is Gini reduction, and N, is samples in node.
3.5. Linear Regression Dosage Estimation

Similarly to the classification of leaves, MedLeafRec includes a dosage estimation module, which is a linear
regression. This design decision was justified by the fact that the model should be lightweight, interpretable, and
effective, capable of predicting the correct dosage of the medicinal extract that should be used. The dosage predictigg
is a continuous regression task unlike the classification task, where categories are discrete, and depends on va

lower dosages, high temperatures usually signify severity of infection and high symptom severity might
dosages. All the inputs are considered as independent predictors, and the model is learnt to capture the
of them with the target dosage value, which is in grams or milliliters.

ear rela§@ns

Linear Regression Function
Y=L+ -Age + B, - Temp + B5 - Severity
Dosage Scaling Heuristic

T — 98.6)

Dscatea = 5} ' <1 ta- 10

. The MS®®F s easy to train and infer in real-time,
r consuming devices. The model performance

between the predicted and actual dosage values in the
and its simplicity enables it to be easily ported to
analysis indicates a low MAE of 0.62 g/ml that i

(14)

i=1

ation module is a good complement to the classification subsystem that makes
¢ aid that can produce both qualitative and quantitative recommendations.

ion subsystems in order to provide the user with a consistent recommendation. The module
two purposes clinical usefulness and user comprehensibility. It takes the projected type of
and the projected value of dosage and packages them into one recommendation package and
ers the recommendation package in a format that is acceptable to the health professional and the
Y illustration of the outcome of a patient entry whereby a remedy was classified as Neem with a forecasted

f 5.2 ml will appear as follows: Recommended Medicinal Leaf: Neem; Suggested Dosage: 5.2 ml of Neem
extract, bid. Further directions in regards to frequency and mode of consumption (infusion, decoction or direct extract)
may be added according to pre-set templates per leaf. Optional transparency facilities are also offered by the module.
In case it was the rule engine that came up with the decision, it is possible to present the rule that fired the classification
to the user, increasing the trust in the process. In case fallback model was employed, the system can also optionally
follow the trail through the decision tree, displaying the most influential symptoms and thresholds. Besides, this output




module is designed as extensible. It can be coupled with SMS-based alerting systems in remote locations, electronic
health record (EHR) systems in institutional locations and API layers in mobile health applications. The final objective
will be to have outputs of the system be actionable, interpretable, and accessible, which is also the vision of
MedLeafRec to promote lightweight, accurate, and explainable decision support in the domain of Ayurvedic medicine.

Algorithm: MedLeafRec — Rule-Augmented Statistical Leaf and Dosage Recommendation

Input: Patient Age: A
Patient Gender: G
Symptoms Vector: S = {s;, s,, ..., S} (€.g., fever, cold, headache, cough)
Body Temperature: T
Symptom Severity: S, € {1,2,3}
Output: Recommended Ayurvedic Medicinal Leaf L
Recommended Dosage D in grams/ml
Preprocessing Stage
0, if G =Male

Gone = {1' if G = Female I/ Encode er,

For each symptom s; € S, encode using:

(1, if present
S = {0’ otherwise e-Ho Symptoms
7, =4k 7 Tk I Nor™Qlize Age and Temperature using Z-Score
gA or
X = [zage,ztemp,sl,sz, e Skes Ssev] /I Construct Feature Vector

Rule-Based Leaf Prediction

For each rule r in the rule base:

Supporty
TotalMatchesy

Conf, = /I Compute rule confidence

If Conf, > 0.80, mark:

Trigger, = 1

/I Tree trained using Gini Index

L,A)=G(D) — Z,,EValues(A)%G(D,,) /I Choose splits using Information Gain

Dosage Estimation via Linear Regression
D=PBo+PBr1-za+ B zr + B3 Ssev
D=

b (1+a-222)

/I Apply fever-based scaling



Evaluate Performance (During Validation)

For classification: Accuracy

MAE = % alyi = il /1 For dosage estimation
Return

L (Medicinal Leaf), D (Dosage in ml/g)
End Algorithm

3.9. Novelty of the Work

The novel MedLeafRec framework is the first framework that can combine classic Ayurv

symptom instances with the help of pre-curated rule-based mappings and unclear ONg@a@Inputs by using a fallback
andalone rule systems or

b
machine learning models cannot replicate by only considering individual modelsyﬂaj

interpretability, as it reveals the triggered rules or decision pat
|mportant in the healthcare related appllcatlon where the prac j

odel to predict dosage, MedLeafRec
quantitative advice, which increases its value
Ity is the computing efficiency of the model.
peed (3.4 ms/sample), which makes it appropriate to use
h units, or low-end edge devices. It is sharply contrasted

4. Results and Discussions

The proposed Med ework was implemented and tested on a computer with the Intel Core i7
processor (2.8 GHz), 16 a 64-bit Windows 10 Operating System. Each of the models was trained in
Python 3.9 with the help g cluding scikit-learn to machine learning elements and pandas to preprocess the
data. The MedLeaf]
wisdom wi carning methods to precisely recommend medicinal leaves and predict customized
ill be capable of accepting structured patient data, running it through a symbolic (rule-

y temperature. A symptom severity rating, which can be low, medium, or high, provides optional
the system about the condition of the patient. Such raw inputs are normalized by a preprocessing module

ptoms are one-hot encoded or binary encoded to numerical format (e.g., binary and one-hot encoding) and
continuous variables such as age and temperature are normalized to reduce the impact of scale variations (e.g., Z-score
transformation) to improve model learning behavior. There is some missing data, as is typical in field-level
applications, and simple imputation methods are used: mean imputation in the case of numerical values and mode
imputation in the case of categorical variables.




Tulsi Curry Leaf

Figure 3: Medicinal Leaves

The main decision-making component of the MedLeafRec architecture is tj
use of a formalized Ayurvedic knowledge base relating symptom clusters to medj
the combination of fever and cough often co-projects onto Tulsi, a long-know
herb. With each rule is a confidence score based on its empirical support in training
rule is beyond a given threshold (e.g., 80%), the rule is fired and the associated leaf ggested. When rules are
inconclusive (with novel, incomplete or conflicting sets of symptoms), a fallback d on classifier is enabled by
the system; it is trained on preprocessed features, with Gini-based regsiie itioning. Such model, which is

@’ ating that it generalizes well. Also,
or n that approximates the necessary

and anti-inflammatory
hen the confidence of a

MedLeafRec incorporates a dose predicting component built on t
doses in grams or milliliters depending on age, temperature,

was fired during the classification process, which would
Kioners.

Classification Accuracy (%)
95.34
89.45
87.5
84.1
85
88
tic Regression 86.75
Rule-Only System 82.35

T and Figure 4 offers a comparative study of the classification precision among diverse models applied
cog n of leaf disease. In comparison with classic machine learning algorithms, the suggested MedL eafRec
strates substantially better results and the highest classification accuracy of 95.34%. It indicates that the
yjon performance was significantly increased, probably because of sophisticated feature extraction or ensemble
model architecture. Random Forest is the next in the list of conventional classifiers with an accuracy of 89.45%,
followed by Decision Tree (88%), SVM (87.5%), and Logistic Regression (86.75).




Classification Accuracy Comparison
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Model
MedLeafRec
Random F
S X

Dosage MAE (g/ml)
0.62
0.88
0.91
1.05
0.96
0.89
0.93
1.2

hows the best performance having the least MAE of 0.62 g/ml, which is quite precise in
ge. This easily beats all the conventional models cementing the effectiveness and efficiency of



Dosage Estimation MAE Comparison
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Figure 5: Dosage Estimation MAE Comparison

SVM and Logistic Regression demonstrate moderate precision, wi
Neighbors (KNN) display a somewhat bigger error of 0.96 g/ml, wh
have the lowest accuracy, with MAEs of 1.05 and 1.2 g/ml corresp
MedLeafRec over the comparison method (in terms of dosage estifiti

0.91@nd 0.93 g/ml. K-Nearest
e Bayes and the Rule-Only System
Table 2 shows, the advantage of

Table 3: F1-Scor aNg@a Evaluation

Model 1-Score
MedLeafRec 0.943
Random Forest 0.876
SVM 0.864
0.832
0.848
0.869
0.861
0.801

are applied i Rs: 1 he model with the best F1-score of 0.943 is MedLeafRec, visibly over- performing
that it has high precision-recall balance and can be very trustworthy in making accurate



F1-Score Comparison
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Figure 6: F1-Score Comparison

Table 3 results show that the proposed MedLeafRec with its tra forn&sed architecture is capable of
learning more subtle aspects of data due to which it outperforms the achine learning models in terms of
classification reliability and robustness.

Table 4: Precision Metric Com son dels
Model recision

MedLeafRec 0.945
Random Forest 0.88
SVM 0.866
Naive Bayes 0.834
KNN 0.849
Decisiongl 0.871
0.862
0.805

wicaLeafRec model achieves a front with a precision of 0.945, indicated as a good
late the relevant instances correctly and few incorrectly. Such a high score reveals the

66) and Logistic Regression (0.862).



Precision Comparison _ _ i
Logistic Regression
(0.862)
Rule-Only System
(0.805)

Decision Tree
(0.871)

MedLeafRec
(0.945)

Random Forest
(0.880)

/

Bayes
783

SVM
(0.866)

Figure 7: 0 ison

P and 0.83% scores respectively. The Rule-Only System
in terms of reliable identification of positive cases. In
general, Table 4 shows that MedLeafRec is much more Sgactive in improving precision, possibly because it has more

Recall
0.941
0.873
0.861
0.829
0.846
Decision Tree 0.867
Logistic Regression 0.859
Rule-Only System 0.798

and Figure 8 offers a comparison view of recall scores of different models in classification. Recall is
ify the model capability to capture all the relevant instances, and is important when the application
erious outcome when a positive case is missed. The MedLeafRec model has the best recall of 0.941, which
at it is the most sensitive to true positives. This utilizes it specifically well in medical or farming situations
where a complete detection is needed. Random Forest and Decision Tree traditional models come next with scores of
0.873 and 0.867 respectively.



Recall Comparison
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Figure 8: Recall Comparison
SVM (0.861), Logistic Regression (0.859), and KNN (0.846) perform rerat whereas Naive Bayes

performs worse with a score of 0.829. Rule-Only System has the lowes of 97798, highlighting its drawback of

generalizing various pieces of data. On the whole, Table 5 once agai W P te leading position of MedLeafRec
0

le jency Comparison

in terms of recall, making it clear that the former can be trusted i ere the number of missed relevant
instances should be minimal.

Table 6: Inference Timg

Model Inference Time (ms/sample)
MedLeafRec 34
Random Forest 6.2
SVM 5.4
Naive Bay 4.1
3.9
3.5
4.6
2.8

s the comparison of inference time per sample of different models, which are
ference time refers to real-time applications where fast predictions are required. The
quickest inference time of 2.8 ms per sample, as it is a very simple system with minimal
dLeafRec is close behind at 3.4 ms, demonstrating a nice combination of model complexity



Inference Time per Sample
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Figure 9: Inference Time per

involve more complicated computations. In general,
which is why it can be easily implemented in a sy,

Model Size (MB)
2.1
12.1
10.8
3.2
4.6
5.5
49
1.7

pared in Table 7 and Figure 10 shows the number of megabytes (MB) among various
¥ Another factor is the size of the model; this is significant when it is to be deployed on a resource-
ice e.g. mobile phone or an embedded system. Rule-Only System is the smallest with only 1.7 MB in
its simple structure that is rule-based. MedLeafRec is not far behind with its small size of 2.1 MB,
it very usable in lightweight applications but yet provides high functionality.




Model Size Comparison
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Figure 10: Model Size Comparison

jon Tree (5.5 MB) have

ory c8nsumption. Conversely,

Naive Bayes (3.2 MB), KNN (4.6 MB), Logistic Regression (4.9 MB), an
moderate-sized models, which is a decent compromise between complexity and

SVM (10.8 MB) and Random Forest (12.1 MB) are the largest models | Ize probably because they require
storing many support vectors or decision trees respectively. In gen shows that MedLeafRec has an
effective model size without accuracy sacrifice, which is suitable e yed & a low-memory setting.
Table 8: Ablation Study o ea Model"Components
Configuration Variant racy MAE (g/ml) F1-Score

Full MedLeafRec (Proposed Model) 95.34 0.62 0.943

Without Rule-Based Layer 91.1 0.65 0.91

Without Decision Tree (Ruy 82.35 0.74 0.801

95.34 0.61 0.943

90.45 0.81 0.889

91.1 0.65 0.91

Classifier) 82.35 0.74 0.801

ws an ablation study that consists of assessing the importance of the various
model by sequentially disabling or isolating architecture components. The complete

0 91.1% and F1-score to 0.91, which evidences the important role of the layer.



Accuracy Comparison in Ablation Study

Only Rule-Based + Dosage (No Classifier) 82.35%

Only Decision Tree + Regression (No Rules) 4 91.10%

Without Normalization 90.45%

Without Dosage Estimation 95.34%

Without Decision Tree (Rule-Only) 1 82.35%

Configuration Variant

Without Rule-Based Layer

Full MedLeafRec (Proposed Model)

75 80 85 90 100

Accuracy (%)

Figure 11: Accuracy Comparison in ARlas y

When the decision tree component is removed (i.e. a rule-onl Is¢@ed), the accuracy drops drastically
to 82.35% and F1-score to 0.801. Removing normalization decre mangl significantly as well, proving that
preprocessing is critical to accuracy (90.45%) and F1-3g8 . Re , the removal of dosage estimation
does not influence classification metrics but MAE (4 hnproved. In general, Table 8 demonstrates the
efficiency of every separate component, and thg is best suitable to make strong and correct
predictions.

4.1. Discussion

The strength and the practical val
of the assessment. The model outperfor
on the key metrics, like F1-score, pgi

he MedLeafRec framework are especially apparent through the results
iame il machine learning baselines, such as Random Forest and SVM,
Il with the classification accuracy of 95.34% and dosage MAE
these complementary natures of the rule-based engine and the

ated manually as the system is applied to larger sets of symptoms or to more recently
ormulations. The estimated dosage is currently estimated by linear regression, which is

af recommendations at the moment; whereas, in clinical practice, multi-herbal prescriptions are
eda. To overcome these drawbacks, the model will be extended in the future to LeafNet-Hybrid, a

5. Conclusion and Future Work

This study presents MedLeafRec, a novel rule-augmented statistical framework that effectively bridges
traditional Ayurvedic diagnostics with modern machine learning. By incorporating both domain-specific rule logic
and data-driven fallback mechanisms, MedLeafRec ensures that recommendations remain interpretable, robust, and
highly accurate. The model achieves an overall classification accuracy of 95.34% and a dosage MAE of 0.62 g/ml,




outperforming classical ML models such as Random Forest, SVM, and Naive Bayes. Its architecture prioritizes
computational efficiency and transparency, with a lightweight model size (2.1 MB) and fast inference time
(3.4ms/sample), making it particularly suitable for deployment in mobile health applications and community health
centers. The system’s rule-first approach enables high-confidence predictions in well-defined cases, while its decision
tree fallback ensures comprehensive coverage even in ambiguous or unseen input scenarios. The dosage estimation
module further enhances its utility by personalizing recommendations based on patient-specific parameters. Together,

architectures, such as the forthcoming LeafNet-Hybrid model, which will integrate ANN-driven feat
with XGBoost for interpretable, high-performance classification and regression. These future model
interpretability and lightness of MedLeafRec while scaling to more complex input spaces and i

robustness. Thus, MedLeafRec lays the groundwork for a scalable and clinically aligne Ale
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