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Abstract - Community detection plays a central role in the analysis of social networks, where individual
structured groups such as neighborhood clusters or small rural communities. A key challenge in this dory
identifying these communities—commaonly defined as subsets of nodes that are more densely con
with the rest of the network. Traditional methods often rely on hierarchical clustering for thls task
has explored alternative approaches involving various clustering strategies and connectj
this study, we introduce a novel method called the Biggest Degree Head Node Teg
effectiveness against the conventional Random Head Node Technique. The prop
optimal set of centroids using fitness-based criteria, aiming to achieve more meaning
structures.

Keywords — Network node, clustering, biggest degree head, social networks, Ionw
cluster.

I. INTRODUC

Complex network analysis is how a central pillar i
visualize, and interpret complex associations in val
interaction maps and collaboration graphs, transportatic

pf mo ata analysis, and researchers can now model,
®ms in the real world [1]. Social networks of biological
orks, and the organization of the World Wide Web are all
examples of powerful abstractions to represent pairwise re¥g@@nships between objects [2]. Social networks, in particular,
those created through platforms like Facebook [3], Twitter YouTube [5], and Wikipedia [6], have enjoyed special
attention among being manifold types of ne on account of their large size, abundance of user-generated content, and
dynamics. Community detection is one of e nificant and problematic projects of the analysis of such networks,

Companies can do targeted g# ) orms can construct personalized recommendation systems, work on fraud
detection, understand social & i ropagate information, and identification of influencers. The nature of social media
networks generates compleXg scale graphs that are sparse, noisy, heterogeneous, and overlapping community

develops a new yet computationally effective community detection strategy named the Biggest Degree Node
nique (BDHNT). The point is that the topological core of nodes in a network, namely degree centrality, can be
sed as the default starting point of community formation that is more natural, intuitive, and which may easily translate in
real life. Nodes having maximum degree are chosen as head nodes or community centroids under the premise that high-
egree nodes have more chances of being influential and well-networked representatives of underlying communities. After
getting the results of the head nodes, the algorithm continues assigning the rest of the nodes to the community by using the
shortest path distance of each node to the nearest centroid. The distance-based assignment approach will guarantee that
nodes are clustered with structurally nearby leaders, hence achieving a better intra-community bond as well as inter-
community distance. In order to further refine the quality of discovered communities, the method includes a fitness-based
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optimization procedure that iteratively ranks and refines community memberships to optimize measures of cluster quality
like density, modularity, and separability. Contrary to most available approaches, BDHNT does not involve prior
knowledge of the number of communities, and hence it can be used for unsupervised and exploratory analysis. Having a
low computational cost, being interpretable in its design, and being deterministic, it is particularly appealing to large-scale
network mining tasks that require transparency and scalability.

The motivation of the work assumes a more frequent requirement of lightweight, interpretable, and flexible algorithms th
can run efficiently on large, noisy, and dynamically changing networks without requiring a large number of parameters t
tune or seed the outcome with randomization. Basing community detection on the humble and mighty foundations of g
theoretic concepts, BDHNT offers a new way to look at scalable clustering in social networks. A wide range of expe
is carried out to root the efficiency of the suggested approach on the Wikipedia VVote Network data, in which a po
fight among Wikipedia users consists of the voting graph across the real-world graph that shows the voting.con
Wikipedia users in the case of an election of administrators.

Our key contributions to this research include:

e We suggested BDHNT, a new community detection algorithm, which cho

osg@mne
nature as cluster centroids so that an efficient and understandable communjg@€an be

e We proposed a deterministic and unsupervised clustering algorithm that dSqgapot
the number of communities does not have to be known in advance.

e We added an iterative refinement measure based on concepts of fitness to reinfor
detected communities in terms of significant measures of the graph related jgrands
separability.

e We presented a light and scalable method that is suitable for
marketing intelligence, detecting anomalies, or recommendatio

es a high degree in
struc ith them.
andom initialization, and

e structural integrity of the
graphs, e.g., density and

Many approaches to community detection algorithms
in their way. Zhao, Liang and Wang [13] suggestcg®

Their approach emphasizes the fact that ews, coupled with each other, are offering overlapping as well as
complementary ideas about identifyin tial nodes. This two-fold evaluation proves to be successful in the
g ntal validation on both synthetic and real-world networks, and better

the visualisation of collaborative structures. Their methodology, grounded in the network embedding of
alities, effectively reveals the underlying structure of scientific collaboration and aids in scientific management
nd policy development.

umar, Panda, and Aggarwal [18] suggested a new choice based on the community detection method supported by network
embedding and the gravitational search optimization. They included the nodes of a graph into a vector space, approximated
the graph by a low-rank approximation to mitigate noise, and applied the graph nodes' localized k-means clustering by a
search algorithm based on gravitational forces. Embedding tests on real and generational networks confirm the performance
of their framework to identify the significant architecture of communities. Masooleh et al. [19] suggested a new community




detection algorithm, which is an improvement of the Whale Optimization Algorithm (WOA), a multi-objective extension
of WOA. They discretize the positions of populations, reformulate initialization and updating features, and sort out Pareto-
optimal combinations of communities with the help of non-dominated sorting. Benchmark data experiments, in addition to
the Tennessee Eastman process, show the effectiveness and scalability of applying the method to discover community
structures. Samie, Behbood, and Hamzeh [20] suggested improving community identification within social networks usin
the Two-phase Influence Maximization. These options transform a published local community detection algorithm to s
it to detect influential seed nodes more accurately and efficiently. Further, they present a method of dynamical networ
that identifies the initial nodes in every shapshot without restarting calculations, which are time-consuming. In both t
static and the dynamic conditions, experimental results indicate better performance compared to the convenijas
techniques.

Al-Andoli, Cheah, and Tan [21] proposed an innovative community discovery system utilising a deep
augmented with Particle Swarm Optimisation (PSO) and continuation methods. These techniques as
circumventing local minima and premature convergence problems prevalent in gradient-based traini

deep autoencoder that operates in dealing with the inefficiencies that exist in large
idea of the partitioning of networks and reductions of parameters, and sharing o
parallel design and a new similarity constraint to preserve the detection performance, bS asswely) accelerate training
and scaling. Without compromising accuracy, experiments show greater efficiency, palsg@larly at the higher values of
partitioning. To detect key nodes in propagandistic communities on social neighborhoggs,
Khanday et al. [23] came up with an algorithm named Boundary-based ) ’Detection Approach (BCDA). They
i iti i g% @nd interior nodes through the Leader
hset, the model has been effective in

Ranker algorithm and Constraint Coefficient. When applied to a ¢
identifying six propagandistic communities as well as oy

Jabri [24] enhanced the Louvain algorithm (LVA) 4 i S|gn|f|cance through degree centrallty to the
community detection task, producing the Improved ¥ i A). In doing so, ILVA maximizes modularity
and takes advantage of node importance to inform the g sequence, producing more consistent and better-quality
community structures. The real-world network experimeg@Rroved that ILVA is more stable and modular without loss of
efficiency. Shang et al. [25] proposed a novel approach for @&l community detection that alternates between robust and
weak fusion strategies to improve node assigmsent. The roBust fusion technique employs an innovative membership
function that incorporates both node and jga-based information, whereas the weak fusion finds influential nodes
through a parameter-constrained simj They exhibit superior performance in precision and stability
i and offer a metric of community fitness that aids in optimising

nstructive, but they tend to fall short of the goal in the presence of large-scale or
dynamic ne to meet issues of high computation time or inability to scale up, sensitivity to
blllty to prowde mterpretatlons Insplred by these constramts the following research

anism, which are then improved by the use of individual fitness. In the remaining sections, the
methodology, as well as an assessment of the performance of the proposed approach compared with



11. METHODOLOGY

The general purpose of community detection is to divide a network so that the nodes of one group (or community) relate
more with nodes of the same group than with nodes of another group. Manuscript: Developing a new algorithm in this
work, the BDHNT can improve community detection because of its ability to accommodate a more precise centroid
definition in terms of local structural characteristics. The given approach is compared with another one, the Random He
Node Technique (RHNT). The two methods are based on the same idea of assigning nodes according to the shortest pat
but differ in terms of how the centroid is chosen and refined. Figure 1 shows the conceptual workflow of the suggeste
BDHNT approach that indicates the main stages of the work, beginning with the centroid selection to the iterativi
refinement and convergence.

[ Network Data J

Select biggest degree
nodes as head nodes

Assign nodes based on
hortest path distances

Fitness-base,

Communities

_/

Figure 1: Workflow of the pro d Biggest Dgiffee Node Head Technique (BDHNT) for community detection.

3.1 Random Node Head Te T)

) is a fundamental community detection network that works upon the rule of
24omly selected centroid. The algorithm starts by choosing k random nodes of the
ead of the community. After the selection, every node in the network is made sure
the centroid, in which it has the shortest hop distance. The formal description of this

network that
to belong
assignment

the

Assign(v) = argmind(v, ¢;)
ci€C

WhereR@als a p in the current network, C = {cy, c,, .., ¢} 1S the set of the centroid points, and d(v, c;) is the shortest
h as d between point v and c; in the centroid set. Figure 2 presents a graphical example of the structure that is
monstrate this technique.
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PUMO

. ed is then measured in relation to the
inter-community links. Because the centroids are randorg Is is performed several times with unrelated sets
hosen as the final clustering. Nevertheless,

3.2 Biggest Degree Node Head Technique (BDHNT)

Dimensionality of the major degree nodes
based approach to centroid improvement i
randomly chosen centroids and allocatgat
further iterations, the centroids are n osen rapdo
per community.

The degree of a node v, whi IN@AVOIW® is the number of direct links that node has with other nodes, is stated as:
deg(v) = |{u € V:(v,u) € E}|

Let Cl.(t) befie " Siter at it8@kion ¢. The new centroid of cluster i in the next iteration is obtained as:

chnique BDHNT. To overcome the drawbacks of RHNT, a structure-
as part of the proposed BDHNT. It also starts with an initial set of
eir closest centroid according to the shortest path distance. But in
. Rather, a node with maximum degree is picked as the new centroid

(t+1) _
C; = arg ma&()(v)

veCi

ds are chosen, the distances between all nodes and the centroids are recalculated, and nodes are
he closest centroid. Such updating of the centroids according to the degree and the re-assignment of nodes

valuable anchors of clustering.

.3 Community Fitness Evaluation



A fitness function is used to compare and measure the quality of a community at different iterations in a quantitative
fashion. The meaning of this function is the statistical average number of external links at each node in every cluster. An
external link is defined as the relation between a node and any out-of-community node. The fitness of a particular clustering
at the t-th iteration, which will be denoted as F(©, is as follows:

n®
FO = Z (t) Z ext(v(t)

i=1

where the variable n(t) represents the number of nodes in the cluster i at iteration ¢, v(t) is the j™ node in the
xt(v(t)) is the number of connections of the node v(t) to the other nodes not in the cluster .

The main goal of the algorithm is a reduction of F(©. The lower the measure of fitness, the higheq
among communities and the lower the external bonds, so the higher the quality of clusteriggeThi
on ground-truth labels nor can it be calculated only in supervised environments, whic
estimating community detection methods.

0]
v ersatile means of

3.4 Iterative Refinement and Convergence

Iteration is the key factor in the BDHNT performance. The community structurgets r and finer with every
recalculation of nodes to a new value of the centroid. Centroids are recalculaiaglin iteration, choosing the node with
the highest degree within each community. The communities are then ref# e basis of minimized path distance to
these new centroids.

This is done until one of the following two occurrences h

1. Centroid Stability: When the centroids remai 0 CONg@pUtive iterations:

2. Maximum Iterations Reached: When the iterations t be¥@me larger than a set similarity threshold Tmax:
x = terminate

Algori the Biggest Degree Node Head Technique

Input: Network of nodes
Output: Clustered groups
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ate the shortest path between the centroid and every other node.
ch node to the nearest centroid based on the shortest path to form clusters.

J® Compute a fitness score to evaluate cluster quality.

or each node in the cluster:
.4.1. Count the number of direct connections (degree of the node).
3.5. Select the node with the highest number of connections in each cluster as the new centroid.
After final iteration, identify the set of centroids that produced the best overall fitness.
Generate the final clusters based on those optimal centroids.
End




Algorithm 1 presents the outline of all the main steps of the iterative refinement process in BDHNT rewards: it begins with
the initialization of the centroid and continues with convergence. The most feasible clustering solution is then selected after
the convergence as the one scoring the lowest fitness value in all the iterations:

Fpese = min F®
best = e o]

This makes sure the algorithm not only ceases effectively but also holds on to the most excellent partitioning it will hav
accomplished as it functions. The advantage of BDHNT is that, whereas topological centrality (e.g., node degrees) can be
exploited, proximity (e.g., shortest paths) is equally used, thus generating a community with a high structural meanig$
a compact size. Its structure also meets the standard of interpretability, scalability, and the possibility to adapt to
forms of complex networks.

IV.  EXPERIMENTAL RESULTS AND DISCUSSION
In this part, the results obtained from the research methodology are explained. In terms of fitness
execution time, and memory consumption during execution, the results obtained from the Ran
Biggest Degree Node Head are compared. The research is carried out using Java
machine with a 2.94GHz Core 2 Duo processor and 2 GB of RAM.

4.1. Dataset Description

http://snap.stanford.edu/data/wiki-Vote.html. Wikipedia, as a collaborative platfor ws contributors from around the
world to edit and maintain its content. Within this community, certain useig Ievated to administrator status through
a process known as the Request for Adminship (RfA), where fellow ¢ ofarticipate in public discussions and
voting to determine the outcome.

For our experimental study, we utilized data from the Wikipedia ‘ot etwork, accessible at

The dataset originates from a comprehensive dump of istory dated January 3, 2008, and captures the full
spectrum of adminship-related voting activity up to, 2,794 election events involving 103,663 votes
cast by 7,066 users, who either stood for adminship ¥ in the process. Out of these elections, 1,235 resulted in
successful promotions, while 1,559 were unsuccessful. voting behavior reflects a nearly equal distribution between
regular users and existing administrators. This network effe ly maps the voting interactions and community dynamics
throughout Wikipedia’s early history.

4.2. Evaluation Metrics

Separability refers to how distinc com y is isolated from the remainder of the network. A well-defined
community should have strongslaRa ectivity and minimal external links. To quantify this, separability is computed
as the ratio of the number offifiternal ™8 thin a given cluster to the number of edges connecting that cluster to the rest
of the network. This metrid ate how clearly a cluster is distinguished from others. Let | represent the total
number of clugers i f

| . _
: no. of inner connection
Separabilty =) :

“~ no. of outer connection

Density is as at reflects how tightly connected the members of a community are. Higher density indicates that
cluster have strong interconnections, which is a desirable property for well-formed communities. The
ted using a specific formula, where CS denotes the size of the cluster, i.e., the number of nodes it contains.

) ' no. of inner connection
Density= ). G5 x(Cs 1)
i=1

ection 3.3 explains the fitness calculation, execution time is the total time it takes for each approach to finish the task,
memory consumption is the total amount of memory used by each technique during execution.

4.3. Performance comparison



Figure 3 presents the fitness comparison across different techniques. When the number of iterations is set to five, the fitness
values observed are 4.29 for Random, 3.10 for BDNHT, and 3.15 for LDNHT. Increasing the iterations to ten yields values
of 4.11, 3.60, and 3.55 respectively. At twenty-five iterations, the values further reduce to 3.42 (Random), 2.86 (BDNHT),
and 2.80 (LDNHT). These results indicate that BDNHT and LDNHT consistently outperform the Random technique, as
lower fitness values signify better community structure.
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Figure 4 illustrates the comparison of separability acrg st ndom technique and the proposed BDNHT and
LDNHT methods. When the number of iterations i lues are 0.94 for Random, 1.23 for BDNHT,
and 1.33 for LDNHT. At fifteen iterations, the vall e to 0.95, 1.47, and 1.43 respectively. With twenty-five
iterations, the separability further improves to 1.30 (Rar"gg), 1.50 (BDNHT), and 1.53 (LDNHT). These results clearly
demonstrate that BDNHT and LDNHT outperform the Ran(@approach, as higher separability values indicate more well-
defined and distinct communities.

NI

/ =¢-=Random
={l=HDNHT

10 15 20 25
Number of iterations

Figure 4: Separability comparison

Figure 5 presents a comparison of density between the Random Head Node technique and the proposed Biggest Degree
Node Head Technique (BDNHT). At five iterations, the density values are 0.06 for Random and 0.09 for BDNHT. When
the number of iterations increases to twenty-five, the values rise to 0.14 and 0.17, respectively. These results indicate that



the BDNHT method consistently achieves higher density, which reflects stronger intra-community connections—an
essential characteristic of well-formed communities.
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Number of iterations

the number of iterations increases to twenty-five, the 4 s and 17,143 ms, respectively. While BDNHT

Figure 5: Density Comparisg
Figure 6 compares the execution time of the existing Random Head Node e @d the proposed Biggest Degree Node
Head Technique (BDNHT). The results indicate that BDNHT re Ximgily 15% more time than the Random
approach. Specifically, at five iterations, the execution timgassee 1 ms om and 13,218 ms for BDNHT. When
61
bved p&gprmance in terms of community quality.

a

¢—Random

=@—=HDNHT

———

10 15 20 25
Number of iterations

Figure 6: Comparison of Time Taken for Execution

lustrates the memory usage comparison between the Random Head Node technique and the proposed Biggest
egree Node Head Technique (BDNHT). At five iterations, the memory consumption is 175.38 MB for Random and
75.74 MB for BDNHT. When increased to twenty-five iterations, the values rise to 190.38 MB and 192.54 MB,
espectively. These results indicate that the proposed BDNHT method consumes approximately 3% more memory, which
is a modest increase considering the performance benefits it offers.
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V.CONCLUSION

In this study, we introduce a novel community detection method termed thg
for effectively grouping nodes within a network. The method begins by ra

ﬁae Node Head (BDNH) approach

configuration, a fitness value is calculated at eag
performance of the BDNH technique is benchmarked
the Wikipedia Vote Network as the test dataset. A co

Paseline method, the Random Head Node Technique, using
ative analysis was conducted based on several performance
metrics: fitness, separability, density, execution time, anO\@emory usage. The results show that the BDNH technique
outperforms the baseline in terms of density angdseparability, Mficating the formation of more cohesive and well-separated
communities. However, the Random Head Technigue demonstrated marginally better results in execution time and
memory efficiency, due to its simpler a tionally intensive nature.
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