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Abstract 

To perform a secure evaluation of Indoor Design data, the research introduces a 

Cyber-Neutrosophic Model, which utilizes AES-256 encryption, Role-Based Access 

Control, and real-time anomaly detection. It measures the percentage of unpredictability, 

insecurity, and variance present within model features. Also, it provides reliable data 

security. Similar features have been identified between the final results of the study, 

corresponding to the Cyber-Neutrosophic Model analysis, and the cybersecurity layer 

helped mitigate attacks. It is worth noting that Anomaly Detection successfully achieved 

response times of less than 2.5 seconds, demonstrating that the model can maintain its 

integrity while providing privacy. Using neutrosophic similarity scores that ranged from 

0.85 to 0.98, the Cyber-Neutrosophic Model proved to have higher analysis accuracy. 

Additionally, it provided robust data security by utilizing Advance Encryption Standards 

(AES)-256 with Role-Based Access Control. 

Keywords: Neutrosophic Similarity Measures, Cybersecurity Protocols, Accuracy, Data 

Security, Anomaly Detection 
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1. Introduction 

The prevalent digitization of learning environments, particularly within specific 

domains, such as Indoor Design (ID) courses of study, has made it more challenging to 

establish precise educational standards. When compared to standard linear methods used 

in traditional tests, novel applications require more complexity. Analysis designs are made 

more challenging by the fact that securing private data from being analyzed by attackers 

[1-6] is a significant problem. 

To evaluate ID courses successfully, researchers must now attack a balance 

between demanding proficiency in technology from learners and providing them with 

sufficient room for Innovative Thinking Skills (ITS) [7–10]. A state of uncertainty, ITS, 

and emotion are just a few of the many factors that can make courses involving ID 

challenging and complex, which makes them problematic for standard evaluation methods 

to understand honestly. The collective number of online study materials used in ID 

education requires robust security measures to ensure their authenticity and privacy [11–

14]. 

Neutrosophic Set Theory (NET) is an analytical model that describes a 

comprehensive method for addressing complex test concerns. By integrating the TMF 

(Truth-Membership Function), IMF (Indeterminacy-Membership Function), and FMF 

(Falsity-Membership Function) from Fuzzy Set Theory (FST), it presents a higher method 

for analyzing ID courses with variable probability levels and different measurements. 

The digitization of learning materials has presented cybersecurity challenges at the 

cutting edge as higher education institutions deal with a massive volume of sensitive data. 

Unauthorized access, data hacking, and test use can all be addressed with proper security 

measures. 

The research results of the present investigation validate that a hybrid model, 

incorporating cybersecurity protocols and Neutrosophic Similarity Measures (NSM), 

should be implemented to enhance the accuracy and reliability of quality analysis within 

the context of higher education authenticity. By providing Confidentiality, Integrity, and 

Availability (CIA), the Cyber-Neutrosophic Model (CNM) enhances the review process, 

making it more robust and secure. 

This study enhances the assessment of learning, as well as privacy and security, in 

multiple directions. 
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a) A more advanced method for addressing problems with innovative analysis has been 

implemented by integrating NST into ID education tests. 

b) This model proposes a comprehensive cybersecurity solution featuring Anomaly 

Detection (AD), access control, and encryption designed explicitly for learning 

environments. 

c) An integrated model has been effectively used and proved to be effective at a top ID 

institution in the case study. 

The remaining portions of the article have been organized as follows: Section 2 lays 

out the literature review that supports the proposed CNM. While Section 3 details the 

recommended approach, Section 4 provides the field experiment setup. The investigations' 

results and analyses are presented in Section 5, and the conclusions, along with the 

resulting implications for practice and future research directions, are drawn in Section 6. 

 

2. Theory 

2.1 NST and Measures 

An advanced version of conventional and fuzzy sets, NSTs are developed to address 

real-world problems that involve uncertainty, imprecision, and inconsistency. Applications 

such as quality in education rating and Decision-Making Systems (DMS) help from their 

application of the following factors: truth, indeterminacy, and falsity. 

An NST as set ′𝐴′ in a universal set ′𝑆′ is formally defined by a truth-membership 

function ′𝑇𝑀𝐹𝐴′, an indeterminacy-membership function ′𝐼𝑀𝐹𝐴′, and a falsity-membership 

function ′𝐹𝑀𝐹𝐴′. For any element ′𝑥 ∈ 𝑆’, these functions provide values within the real 

interval [0,1]. Specifically, an NST as set ′𝐴′ can be expressed as Eq. (1) 

𝐴 = {⟨𝑥, 𝑇𝑀𝐹𝐴(𝑥), 𝐼𝑀𝐹𝐴(𝑥), 𝐹𝑀𝐹𝐴(𝑥)⟩ ∣ 𝑥 ∈ 𝑆},     (1) 

Where: 

• 𝑇𝑀𝐹𝐴(𝑥)→ The degree of truth of ′𝑥′ belonging to ′𝐴′, 

• 𝐼𝑀𝐹𝐴(𝑥)→ The degree of indeterminacy of ′𝑥′ belonging to ′𝐴′, 

• 𝑀𝐹𝐹𝐴(𝑥)→ The degree of falsity of ′𝑥′ belonging to ′𝐴′. 

These three values are not unavoidably dependent on each other, and in a general NST, 

they satisfy Eq. (2) 

0 ≤ 𝑇𝐴(𝑥) + 𝐼𝐴(𝑥) + 𝐹𝐴(𝑥) ≤ 3.       (2) 

The flexibility of NST results in suitable methodologies that utilize non-binary 

decisions, enabling it to evaluate multiple proofs and uncertainty. The data factors and 
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indicators of resemblance presented by NSTs allow us to measure the volume of data in an 

NST or the degree to which two NSTs are similar, both of which are important when 

measuring the quality of networks that must deal with uncertainty and missing data. 

To measure the similarity between two NSTs as sets ′𝐴′ and ′𝐵′, this study can 

define an NSM as 𝑆(𝐴, 𝐵).  

Let 𝐴 = {⟨𝑥𝑖, 𝑇𝐴(𝑥𝑖), 𝐼𝐴(𝑥𝑖), 𝐹𝐴(𝑥𝑖)⟩} and 𝐵 = {⟨𝑥𝑖, 𝑇𝐵(𝑥𝑖), 𝐼𝐵(𝑥𝑖), 𝐹𝐵(𝑥𝑖)⟩} for 𝑖 =

1,2, … , 𝑛. The similarity between 𝐴, 𝐵 can be computed using the Eq. (3): 

𝑆(𝐴, 𝐵) =
1

𝑛
∑  𝑛

𝑖=1 [
𝑇𝐴(𝑥𝑖)⋅𝑇𝐵(𝑥𝑖)+𝐼𝐴(𝑥𝑖)⋅𝐼𝐵(𝑥𝑖)+𝐹𝐴(𝑥𝑖)⋅𝐹𝐵(𝑥𝑖)

√(𝑇𝐴(𝑥𝑖)
2+𝐼𝐴(𝑥𝑖)

2+𝐹𝐴(𝑥𝑖)
2)(𝑇𝐵(𝑥𝑖)

2+𝐼𝐵(𝑥𝑖)
2+𝐹𝐵(𝑥𝑖)

2)
].   (3) 

This measure incorporates TMF, IMF, and FMF into an accurate metric by 

evaluating the similarity between two sets synchronously. NST, as defined in Eq. (4), can 

quantify data within a set, specifically set 'A'. 

𝐼(𝐴) = ∑  𝑛
𝑖=1 [𝑇𝑀𝐹𝐴(𝑥𝑖)Log 𝑇𝑀𝐹𝐴(𝑥𝑖) + 𝐼𝑀𝐹𝐴(𝑥𝑖)log 𝐼𝐴(𝑥𝑖) + 𝐹𝑀𝐹𝐴(𝑥𝑖)Log 𝐹𝑀𝐹𝐴(𝑥𝑖)]   (4) 

Where, 

• Data accuracy, indeterminacy, and error are tested empirically using the logarithm 

of the data. 

• Particularly helpful when measuring the quality of education, where uncertain data 

is common, this parameter helps assess the accuracy and educational value of the 

dataset. 

3. Proposed Methodology 

3.1 Data Collection 

The data collection process to assess the quality of ID education over two academic 

years [June 2022 to April 2024] from higher education institutions, covering four 

semesters, from undergraduate courses focusing on Design Fundamentals, Interior Space 

Design, and Graduation Design Projects. The dataset includes 327 student project records 

and 82 Tutor evaluation reports, showcasing students' participation in targeted courses over 

a specified period, encompassing design performance and educational quality components. 

These components include: 

(a) 2D Drawings: The project involves creating floor plans and elevations that detail 

spatial layouts using software such as AutoCAD and Revit. 

(b) 3D Models and Renderings: The visualizations were generated using SketchUp, 3Ds 

Max, and Rhino to showcase spatial concepts, material selections, and lighting design. 

(c) Design Documentation: Technical reports on design, materials, and functionality. 
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(d) Presentation Videos: Students explain their design process and respond to feedback 

in 10–15-minute recorded presentations. 

Each student project received 965 peer reviews (about three per project). Peer reviews 

provide qualitative feedback on ID, technical execution, and conceptual clarity. 

Standardized reports were used to evaluate tutors. 

Each evaluation includes: 

(a) Scoring Criteria: Predefined introductions are evaluated based on theoretical clarity, 

innovation, technical implementation, and visual quality to assign statical scores. 

(b) Written Feedback: Qualitative feedback on strengths, weaknesses, and improvement. 

(c) Observation Notes: Detailed tutor notes from in-class reviews and project reviews. 

Additional information, known as metadata, included features such as task schedules, 

curriculum data, and aggregated demographic data, including learners' registration 

numbers, enrollment levels, and the duration of the study, which helped contextualize the 

key datasets within their surrounding environment. 

Data collection was performed privately with the use of AES-256 for inputs and TLS 

1.3 for communication. Securing access to the data repository for only authorized users 

was the primary objective in setting up Role-Based Access Control (RBAC). Additionally, 

Multi-Factor Authentication (MFA) was mandated as a mandatory requirement for all 

authorized users. This method guaranteed that the data would be secure, unaltered, and 

freely available at all times. 

The security and integrity of all data, including applications and evaluation results, will 

be maintained by encrypting it using SHA-256. Additionally, it aggregated all Personally 

Identifiable Information (PII) following privacy standards and replaced student 

identification numbers with anonymous identifiers. 

The audit logs recorded all data access and update tasks, providing security and control 

over data. Regular data backups were performed in the event of an emergency, and multiple 

versions of all data were stored on secure, cloud-based servers. The dataset, comprising 

327 student assignments, 82 tutor assessments, and 965 randomly selected review data 

points (Table 1), provides a framework for assessing the quality of ID education using 

NSM and data-driven parameters. 

Table 1: Detailed Dataset Description 

Data Element Type Format Unit/Range Size Quantity Description 
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Project CAD 

Drawings 

Spatial 

Design 

DWG, 

RVT 
Vector 

50-

150 

MB 

327 Files 

Architectural floor 

plans and elevations 

created in 

AutoCAD/Revit 

include layering 

information and 

spatial 

measurements 

3D Model Files 3D Geometry 

SKP, 

MAX, 

3DM 

Mesh/NURBS 

200-

500 

MB 

327 Files 

Complete 3D spatial 

models with 

materials, lighting, 

and camera settings 

Design Reports 
Text 

Document 

PDF, 

DOCX 

2000-5000 

Words 

5-20 

MB 
327 Files 

Technical 

specifications, 

material choices, 

and design rationale 

documentation 

Presentation 

Recordings 
Video MP4 10-15 Minutes 

100-

300 

MB 

327 Files 

HD (1920 × 1080) 

video presentations 

with audio at 30 fps 

Instructor Scores Numeric SQL 0-100 Scale 
1-2 

MB 
82 Records 

Quantitative 

evaluations across 

15 assessment 

criteria 

Instructor 

Comments 
Text SQL 200-1000 Words 

0.5-1 

MB 
82 records 

Qualitative feedback 

on project strengths 

and areas for 

improvement 

Observation 

Notes 
Text SQL 100-500 Words 

0.5-1 

MB 
82 Records 

In-class critique 

documentation and 

progress monitoring 

Peer Review 

Scores 
Numeric SQL 1-5 Scale 

0.2-

0.5 

MB 

965 Entries 

Structured peer 

assessments across 

10 evaluation 

criteria 

Peer Comments Text SQL 50-200 Words 

0.1-

0.3 

MB 

965 Entries 

Unstructured peer 

feedback and 

suggestions 

Project Timeline 

Data 
Timestamp SQL ISO 8601 

0.1 

MB 

327 

Records 

Submission dates, 

revision history, and 

milestone 

completion times 
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Course Metadata Mixed SQL Varied 
0.5 

MB 
12 Records 

Course objectives, 

teaching methods, 

and enrolment 

statistics 

Student 

Demographics 
Categorical SQL Encoded 

0.1 

MB 

327 

Records 
Anonymized  

3.2 NSM and Information Measure Calculation 

Data and similarity parameters generated using the CNM are key in determining 

the success rate of ID courses. The above methodology provides robust and thorough 

assessments by defining data connections and material while considering uncertainty, 

unpredictability, and variance in evaluation. 

Step 1: Representation of Data in Neutrosophic Form :  

First, transform the 327 student projects and 82 tutor evaluations into an NST. Student 

projects and evaluation scores have three membership functions: 

• 𝑻𝑴𝑭(𝒙): Degree of example measure compliance. 

• 𝑰𝑴𝑭(𝒙): Lack of clarity in measuring the situation. 

• 𝑭𝑴𝑭(𝒙): Degree of noncompliance. 

A tutor may rate a student project based on inventiveness using Eq. (4). 

𝑥𝑖 = ⟨𝑇(𝑥𝑖), 𝐼(𝑥𝑖), 𝐹(𝑥𝑖)⟩ = ⟨0.8,0.1,0.1⟩      (4) 

• Signifying a high degree of TMF, low IMF, and low FMF. 

Step 2: Defining Similarity Measure Between Two NST Sets 

To compute the comparison between two NST sets {𝐴, 𝐵}, Eq. (5) and Eq. (6) 

• 𝐴 = {⟨𝑥𝑖, 𝑇𝐴(𝑥𝑖), 𝐼𝐴(𝑥𝑖), 𝐹𝐴(𝑥𝑖)⟩}      (5) 

• 𝐵 = {⟨𝑥𝑖, 𝑇𝐵(𝑥𝑖), 𝐼𝐵(𝑥𝑖), 𝐹𝐵(𝑥𝑖)⟩}      (6) 

For each element ′𝑥𝑖′ in the sets, ′𝐴′ and ′𝐵′, the similarity measure 𝑆(𝐴, 𝐵). This 

alignment between the TMF, IMF, and FMF degrees of corresponding elements in the sets 

provides a comprehensive measure of similarity under uncertainty. 

Step 3: Computing Neutrosophic Information Measure 

The neutrosophic data measure quantifies the information or uncertainty contained 

in a neutrosophic set. For a neutrosophic set ′𝐴′ with elements ′𝑥𝑖′ as  

⟨𝑇𝐴(𝑥𝑖), 𝐼𝐴(𝑥𝑖), 𝐹𝐴(𝑥𝑖)⟩, the data measure ′𝐼(𝐴)′ . This computes the entropy-like measure 

for each element, reflecting the degree of certainty and uncertainty encapsulated in the 

TMF, IMF, and FMF. The negative sign ensures the data measure is non-negative, 

consistent with the ideas of entropy in data theory. 

Auth
ors

 Pre-
Proo

f



Step 4: Aggregation of Similarity and Information Measures 

The quality of ID education is evaluated by aggregated similarity and data measures 

across multiple projects and evaluations, providing insight into student performance and 

tutor evaluations and indicating overall certainty and uncertainty within the dataset. 

• 𝑆total → The aggregated similarity score 

• 𝐼Total  → The aggregated data measure 

𝑆total =
1

𝑚
∑  𝑚

𝑗=1  𝑆(𝐴𝑗 , 𝐵𝑗)        (7) 

𝐼total =
1

𝑚
∑  𝑚

𝑗=1  𝐼(𝐴𝑗)         (8) 

Where, 

• 𝑚→ The sum of student projects 

• The quality and consistency of educational results can be measured using these 

aggregated scores. 

Step 5: Interpretation and Analysis: The final step involves interpreting similarity and 

data measures to assess the quality of ID education. A higher Similarity Coefficient  (SC) 

indicates better instruction and learning because student performance matches tutor 

intentions. Higher data measures (reflecting greater uncertainty) may indicate evaluation 

variability or inconsistent student performance, highlighting areas for improvement. 

3.3. Cybersecurity Integration Process 

The ID education quality assessment system is protected by a robust cybersecurity 

model, which includes encryption, secure access control, and AD, to ensure reliable system 

access and prevent unauthorized activities that could compromise the assessment process 

(Figure 1). 
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Figure 1: AES encryption standard 

i. Encryption: Encryption is crucial for data confidentiality and integrity throughout its 

lifecycle, including storage, transmission, and processing. In the proposed quality 

assessment system, the Advanced Encryption Standard (AES-256) is used to protect 

student projects, tutor evaluations, and peer review data. AES-256 operates on fixed-

size blocks of 128 bits with a 256-bit encryption key, ensuring data remains unreadable 

even if unauthorized access occurs. The encryption method involves 14 rounds of 

transformations, including substitution, permutation, mixing, and key addition 

operations. The encoding, E(K, P), transforms PT into CT using the key 'K', while the 

encoding rebuilds the original text using the same key, ensuring only authorized entities 

can access the data. 

A total of 14 evolution rounds, comprising key addition, mixing, substitution, and 

permutation, contribute to the data encoding. The encryption function denoted as 

𝐸(𝐾, 𝑃), transforms the plaintext as PT into ciphertext as CT using the key ′𝐾′. 

Conversely, the decryption function 𝐷(𝐾, 𝐶) rebuilds the original PT from the CT using 

the same key. The data can only be accessed by authorized individuals who possess a 

suitable key, as outlined in these methods. 
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Mathematically, the cryptographic method is Eq. (9). 

𝐶 = 𝐸(𝐾, 𝑃) and 𝑃 = 𝐷(𝐾, 𝐶),       (9) 

Where, 

• CT→ Cipher Text 

• PT→Plaintext 

• K → 256-bit encryption key.  

2D and 3D models, along with evaluation reports, are encrypted before being uploaded 

to a single repository within the CPM of the data storage process. The data encryption 

workflow begins with generating a random 256-bit key ′𝐾′ using a secure random number 

generator. The PT data ′𝑃′ is then encrypted with AES-256 to produce CT as ′𝐶′, which is 

subsequently stored in the repository. A Key Management System (KMS) is implemented 

to track the encryption key, ensuring that only authorized systems administrators are 

permitted to use it. The CPM generates, changes stores, and logs who has obtained the key. 

Data transmitted between the test server and the Learning Management System (LMS) 

is encoded using a Transport Layer Security (TLS 1.3) secured channel. To prevent 

eavesdropping and Man-in-the-Middle (MiTM) attacks, TLS 1.3 establishes a secure 

connection through a handshaking protocol that includes authentication and key exchange. 

Until the message reaches the authorized sender, who can decode it with a valid key, the 

encrypted data is inaccessible. To maintain data security, Hash Functions (HFs) that use 

cryptography, such as SHA-256, generate unique hash values for each file. A distinct hash 

value has been generated by unauthorized data modification, enabling the detection of 

tampering. From data collection and encryption using AES-256 to secure storage or 

communication via TLS 1.3 with authorized users and, ultimately, decryption using a key 

managed by the KMS, the data lifecycle of data encryption is a dynamic process. 

This workflow can be expressed as: Data Collection → AES-256 Encryption → Encrypted 

Storage/Transmission → Decryption upon Authorized Access. 

Only authorized users will be able to access the encrypted data due to the stringent 

access control mechanisms employed in the method, such as Multi-Factor Authentication 

(MFA). For transparency and accountability, detailed audit logs track all cryptographic 

methods, providing a measurable record of when and by whom the data was obtained. 

ii. Secure Access Control: RBAC is applied by the testing platform to control user 

access to private data. RBAC assigns access privileges based on predefined roles, 
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minimizing unauthorized access and ensuring users can only perform actions 

relevant to their system responsibilities. 

 

Figure 2: RBAC 

The proposed assessment system consists of four roles: students, tutors, 

administrators, and researchers. Each role has specific access rights and restrictions to 

maintain data confidentiality and integrity. Students have limited permissions to interact 

with their data, submit project files, view feedback, and access evaluation reports while 

being restricted from accessing or modifying data belonging to other students or 

administrative functions (Figure 2). 

Mathematically, the access for a student 𝑆𝑖, Eq. (10). 

Access(𝑆𝑖) = {Submit_Project(𝑆𝑖), View_Feedback (𝑆𝑖)}    (10) 

Instructors have access to evaluate student submissions, view class performance 

data, and provide feedback but are limited to modifying system configurations or accessing 

administrative data, excluding projects of students enrolled in their courses. 

For a tutor ′𝐼𝑗′, access is defined as: 

Access(𝐼𝑗) = {Evaluate_Project(𝑆𝑖), View_Class_Performance(𝐼𝑗), Provide_Feedback(𝑆𝑖)}. (11) 

Administrators hold the highest level of access control within the system. They 

manage system configurations, user accounts, and access permissions. Administrators can 

create, update, and delete user roles, ensuring system security by configuring encryption 

settings and reviewing audit logs.  

The access rights of an administrator 𝐴𝑘 are expressed as Eq. (12). 

Access(𝐴𝑘) = {Manage_Users, Configure_System, Access_Audit_Logs}. (12) 
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Researchers have access to anonymized datasets for analytical purposes but are 

restricted from modifying the original records or accessing identifiable data about students 

or tutors. 

For a researcher 𝑅𝑚, access rights can be defined as Eq. (13) 

Access(𝑅𝑚) = { Access_Anonymized_Data, Analyze_Data }.   (13) 

The model uses MFA to improve security beyond RBAC. It requires users to 

authenticate using two factors: a password and a one-time code sent to their registered 

device or email. This layered approach significantly reduces the risk of unauthorized 

access. 

The authentication function for a user ′𝑈′, Eq. (14) 

Auth(𝑈) =  Verify_Password (𝑈) ∧  Verify_OTP (𝑈).     (14) 

Its access is granted only when the password verification (Verify_Password (𝑈) ) 

and one-time passcode verification (Verify_OTP (𝑈) ) are successful. 

The system maintains detailed audit logs, tracking user access attempts and 

activities to ensure accountability and transparency by recording user ID, timestamp, 

accessed resource, and action performed. e.g., An audit log entry for a student accessing 

their feedback might look like Eq. (15). 

 Log = { User_ID: "S12345", Timestamp: "2022-06-15 10:30:45",  

           Resource: "Feedback_Report", Action: "View" }     (15) 

Logs help administrators monitor user activity, detect suspicious behavior, and 

investigate potential security attacks. Reviewing these logs enables the detection of 

unauthorized access attempts and facilitates the implementation of corrective actions. 

iii. AD Using Isolation Forest Algorithm (IFA): The AD detects potential security 

threats in data collected during the quality assessment method for ID education, 

ensuring the CIA of sensitive data, such as student projects, tutor evaluations, and 

peer review feedback, using the IFA. 

 

The study utilized a dataset comprising 327 student project records, 82 tutor evaluation 

reports, and 965 peer review entries, which contained data on user activities, including 

submission times, file sizes, project revisions, and evaluation feedback, to identify probable 

AD. The data record is converted into a feature vector for the IFA, 'xi', which contains key 

user interactions and data submissions. 

The feature vector can be expressed as Eq. (16). 
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𝑥𝑖 = ⟨𝑓1, 𝑓2, 𝑓3, 𝑓4, 𝑓5⟩,         (16) 

Where, 

• 𝑓1 → Submission Timestamp-The time of project or evaluation submission. 

• 𝑓2→ File-The submitted project file or evaluation report (MB) size. 

• 𝑓3 → Number of Revisions-The number of times a project has been revised. 

• 𝑓4 → Evaluation Score-The score provided by the tutor. 

• 𝑓5 → Access Frequency-The total time of project or evaluation report has been 

accessed within a given period. 

The IFA is trained on a dataset containing normal user behavior and data patterns 

observed during two academic years of study. 

Let 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} as the dataset of feature vectors, where 𝑛 = 327 + 82 +

965 = 1,374. 

The IFA as ′𝐹′ is trained with ′𝑇′ isolation trees to establish a baseline of normal 

behavior, Eq. (17). 

𝐹 =  TrainIsolationForest (𝑋, 𝑇),       (17) 

Where, 

• 𝑇 → The number of trees, typically set to 100 for optimal performance.  

• During training, each isolation tree splits the data by randomly selecting a feature 

and a threshold value, isolating each data point.  

• For each data point ′𝑥𝑖′ in the dataset 

• IFA→ the path length ′ℎ(𝑥𝑖)′, which is the number of splits required to isolate ′𝑥𝑖′.  

The AD score 𝑆(𝑥𝑖) is computed as Eq. (18) to Eq. (20). 

𝑆(𝑥𝑖) = 2
−

𝐸(ℎ(𝑥𝑖))

𝑐(𝑛) ,         (18) 

Where, 

• 𝐸(ℎ(𝑥𝑖))→ The average path length across all isolation trees 

• 𝑐(𝑛)→ The normalization factor given by: 

𝑐(𝑛) = 2𝐻(𝑛 − 1) −
2(𝑛−1)

𝑛
        (19) 

with 𝐻(𝑖) representing the 𝑖-th harmonic number: 

𝐻(𝑖) = ∑  𝑖
𝑘=1

1

𝑘
         (20) 
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The AD score 𝑆(𝑥𝑖) lies between 0 and 1. If 𝑆(𝑥𝑖) is close to 1, the data point ′𝑥𝑖′ 

is likely to be an AD, indicating malicious activity. Conversely, lower scores suggest 

normal behavior. 

Once the IFA is trained, it evaluates each new data record to AD. For an incoming 

feature vector ′𝑥𝑖’, the AD score 𝑆(𝑥𝑖) is computed and compared against a predefined 

threshold ′𝜃′.  

If the AD score exceeds ′𝜃′, the record is flagged as an AD by Eq. (21). 

𝑆(𝑥𝑖) > 𝜃 ⟹  AD          (21) 

If a project submission is large or submitted outside of normal working hours, it 

may be considered an anomaly. Based on the severity of the attack, the network responds 

to ADs. System administrators may receive alerts, lock user accounts, or terminate 

suspicious sessions. Logging user ID, timestamp, and anomaly type for each AD. 

For instance, an alert might be represented as Eq. (22) 

Log Entry =〈User ID: "U123", Timestamp: "2023-09-15 14:32:10", Action: "Large File Submission", AD Score: 0.97⟩ (22) 

Real-time AD derives from the IFA's low processing cost in AD. By using this 

approach, the system can quickly find and mitigate security attacks, ensuring the integrity 

and security of ID education reviews. Cybersecurity measures can be easily incorporated 

into the assessment system's workflow to ensure End-to-End security. 

The comprehensive process includes: 

(a) Data Submission: Students submit their projects via a secure, encrypted channel. 

(b) Storage and Processing: Data is encrypted and secured; tutors use RBAC permissions. 

(c) Evaluation: Instructors submit evaluations, which are encrypted and stored. 

(d) Anomaly Monitoring: Activity is monitored and AD by the system. 

(e) Access Logging: Every user action is logged for accountability and auditing. 

 

By implementing encryption, secure access control, and AD, the cybersecurity 

integration method ensures the confidentiality, integrity, and availability of the ID 

education quality assessment system. This robust model secures sensitive data from 

unauthorized access and probable cyber-attacks, ensuring a secure and reliable assessment 

environment. 

Algorithm: CNM Quality Assessment Model Inputs: 

• Dataset 𝑫 : Consisting of ′𝑛′ student projects, tutor tests, and peer reviews. 

• Neutrosophic Parameters: 𝑇𝑀𝐹, 𝐼𝑀𝐹, 𝐹𝑀𝐹. 
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• Encryption Key 𝐾 (256-bit AES key). 

• IFA as ′𝐹′ for AD. 

• Threshold ′𝜃′ for AD. 

Outputs: 

• Aggregated SC as 𝑆total  

• Aggregated Data Measure 𝐼total  

• Anomaly Log 𝐿 (AD) 

1 Data Collection and Preprocessing 

• Collect the dataset 𝐷 = {𝑑1, 𝑑2, … , 𝑑𝑛}. 

• Perform data cleaning to handle missing values and outliers. 

• Standardize data to ensure consistency in formats, units, and scales. 

• Anonymize PII. 

2 Encrypt Data 

For each data instance 𝑑𝑖 ∈ 𝐷 : 

• Encrypt 𝑑𝑖 using AES-256: 𝐶𝑖 = 𝐸(𝐾, 𝑑𝑖),where 𝐶𝑖 is the CTof 𝑑𝑖. 

3 Transform Data to NST 

For each encrypted data instance ′𝐶𝑖’: 

• FE to represent 𝐶𝑖 as an NST as set 𝐴𝑖 : 𝐴𝑖 = ⟨𝑇(𝐶𝑖), 𝐼(𝐶𝑖), 𝐹(𝐶𝑖)⟩, 

Where, 

• 𝑇(𝐶𝑖), 𝐼(𝐶𝑖),𝐹(𝐶𝑖)→ The TMF, IMF, FMF values. 

4 Compute NSM 

For each pair of NSTs, as ′𝐴𝑖′ and ′𝐵𝑖′ (student project and test): 

• Calculate the Similarity Measure 𝑺(𝑨𝒊, 𝑩𝒊) : 

𝑆(𝐴𝑖, 𝐵𝑖) =
1

𝑛
∑  

𝑛

𝑗=1
[
 
 
 

𝑇𝐴(𝑥𝑗) ⋅ 𝑇𝐵(𝑥𝑗) + 𝐼𝐴(𝑥𝑗) ⋅ 𝐼𝐵(𝑥𝑗) + 𝐹𝐴(𝑥𝑗) ⋅ 𝐹𝐵(𝑥𝑗)

√(𝑇𝐴(𝑥𝑗)
2
+ 𝐼𝐴(𝑥𝑗)

2
+ 𝐹𝐴(𝑥𝑗)

2
) (𝑇𝐵(𝑥𝑗)

2
+ 𝐼𝐵(𝑥𝑗)

2
+ 𝐹𝐵(𝑥𝑗)

2
)
]
 
 
 

. 

5 Compute Neutrosophic Data Measures 

For each neutrosophic set ′𝐴𝑖′: 

• Calculate the data measure 𝐼(𝐴𝑖) :  

𝐼(𝐴𝑖) = −∑  

𝑛

𝑗=1

[𝑇𝑀𝐹𝐴(𝑥𝑗)Log 𝑇𝑀𝐹𝐴(𝑥𝑗) + 𝐼𝑀𝐹𝐴(𝑥𝑗)Log 𝐼𝑀𝐹𝐴(𝑥𝑗) + 𝐹𝑀𝐹𝐴(𝑥𝑗)Log 𝐹𝑀𝐹𝐴(𝑥𝑗)] 

6 Aggregate Results 
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• Compute the aggregated SC as 𝑆Total  :𝑆Total =
1

𝑚
∑  𝑚

𝑗=1 𝑆(𝐴𝑗 , 𝐵𝑗) 

where ′𝑚′ is the sum of project-evaluation pairs. 

• Compute the aggregated data measure 𝐼Total  :𝐼Total =
1

𝑚
∑  𝑚

𝑗=1 𝐼(𝐴𝑗) 

7 AD Using IFA 

• Train the IFA as  ′𝐹′ on the dataset ′𝐷′ to compute a baseline for normal 

behavior: 

𝐹 =  TrainIsolationForest (𝐷, 𝑇),where ′𝑇′ is the number of isolation trees. 

• For each new data instance ′𝑑𝑖′, compute the AD score 𝑆(𝑑𝑖):𝑆(𝑑𝑖) = 2
−

𝐸(ℎ(𝑑𝑖))

𝑐(𝑛)  

Where, 

• 𝐸(ℎ(𝑑𝑖))→ The average path length for ′𝑑𝑖′  

• 𝑐(𝑛) -> The normalization factor. 

• If 𝑆(𝑑𝑖) > 𝜃, flag ′𝑑𝑖′ as an AD and Log the AD: 𝐿 = 𝐿 ∪ {𝑑𝑖, 𝑆(𝑑𝑖)} 

8 Secure Access Control 

• Implement RBAC to ensure only authorized users can access encrypted data 

and computed results. 

• Apply Multi-Factor Authentication (MFA) for user authentication:  

Auth(𝑈) = Verify_Password (𝑈) ∧ Verify_OTP (𝑈). 

9 Generate Quality Assessment Report 

• Compile the aggregated SC as 𝑆total  and data measure 𝐼total  into a 

comprehensive report. 

• Include AD as 𝐿 and corresponding security alerts. 

4. Experimental Setup 

The experimental setup for the proposed CNM quality assessment model integrates 

numerous tools, platforms, and software to help data processing, neutrosophic 

computation, and cybersecurity measures. The system's operation ensures accurate NSM 

and data measures while also securing the CIA through effective cybersecurity. 

4.1 Implementation Details 

The test used Python 3.9 for data analysis, Machine Learning (ML), and security 

protocols. NumPy and Pandas were used for statistical measures and data manipulation, 

while SciPy provided scientific analysis tools. For the IFA for AD, the Sci-Kit-LEARN 

library was used. To illustrate the results of the AD, data measures and resemblance tests, 
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as well as charts and graphs, have been generated using Matplotlib and Seaborn. To 

enhance Python's features, R 4.2 was implemented for statistical analysis and validation of 

neutrosophic computations. While the ggplot2 technique is used to exhibit statistical 

patterns, the DPLYR package provides data manipulation functions. NSM and data 

measures have been proven to be reliable and accurate using R's statistical libraries. 

Amazon Web Services (AWS) provided the cloud architecture on which the network was 

founded, enabling scalable computing resources and secure storage solutions. With the help 

of Amazon Web Services' Elastic Compute Cloud instances, 327 student project files, 82 

tutor tests, and 965 peer review entries were processed efficiently. With AWS S3, 

encrypted data was permanently stored, guaranteeing durability, availability, and secure 

access controls. 

For data security, the OpenSSL library was implemented to establish the AES-256 

encryption standard during the encoding process. Before being saved in the public cloud, 

data was encrypted to ensure privacy and prevent unauthorized access. TLS 1.3 secured 

information being transmitted between clients and servers from eavesdropping and Man-

in-the-Middle attacks, and AWS-Key Management Service (KMS) securely protected 

encryption keys. Using Django's integrated authentication for user roles and access 

permissions, RBAC and MFA were integrated into a user interface and server system. To 

further enhance login privacy, MFA integrated password authentication with One-Time 

Passcodes (OTP). For ease and modularity, the AD component was deployed as a 

microservice on Docker containers. Kubernetes orchestrated these containers to ensure 

efficient load balancing and fault tolerance. IFA was used for this deployment. Network 

module design became simple with the help of the GitHub platform, which maintained the 

codebase's version control and collaboration. Continuous Testing and Deployment 

pipelines are enabled through GitHub Actions, providing accuracy and consistency. To 

ensure efficient data processing, neutrosophic computations, encryption, and AD task 

execution, the test setup was run on a Windows 10 operating system with an Intel Core i7 

processor, 16 GB of RAM, and 512 GB of SSD storage. 

5. Results and Analysis 

Analyzing the CIA of integrated cybersecurity systems, the recommended CNM 

quality review model for ID education will be evaluated using comprehensive parameters. 

This evaluation provides an accurate assessment of the method's features by evaluating its 

NSM and security measures' achievement. 
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5.1 Neutrosophic Evaluation Metrics 

i) NSM Scores Across Models: The study reveals that different models, 

including the proposed CNM, Fuzzy Logic Model (FLM), Statistical Model 

(SM), and Support Vector Machine (SVM), have different capabilities in 

handling uncertainty and providing consistent evaluations for ID education 

quality assessment. 

 

 

Figure 3: NSS analysis 

There is a significant relationship between student work and tutor tests, which is 

demonstrated by the high SC (0.85-0.98) typically generated by the recommended CNM. 

Figure 3 validates how this model improves upon others in terms of consistency and 

reliability and demonstrates its integration of TMF, IMF, and FMF to provide a 

comprehensive evaluation that more effectively addresses uncertainty and conflicting data. 

The FLM, while capturing some uncertainty through TMF values, challenges the 

handling of IMF and FMF, thereby limiting its ability to represent the complexities of 

assessment data fully. However, that's not the case properly, despite not performing the 

CNM's comprehensive review. 

Traditional methods of statistical analysis, such as variance and correlation, 

presume accurate data and disregard uncertainty as a factor; in contrast, the SM has lower 

similarity scores. This results in lower alignment between student projects and evaluations, 

highlighting the inadequacy of purely statistical approaches in uncertain environments.  

The SVM classifies projects based on extracted features but lacks explicit 

management of uncertainty. Despite identifying data patterns, its deterministic nature 
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limits its ability to handle ambiguous evaluations, making it a better alternative to the 

statistical model but still falling short of the proposed CNM. 

ii) Analysis of CNM Scores  Across Models 

The comparison of NSM scores across the Proposed CNM, FLM, SM, and SVM 

Models (Figure 4) reveals significant differences in how these models handle uncertainty, 

variability, and inconsistency in the assessment data for ID education. The Proposed CNM 

consistently generates the lowest data scores, typically ranging from 0.02 to 0.15. These 

low scores indicate that the model captures evaluations with minimal uncertainty, 

reflecting higher confidence and consistency in the data. The ability to explicitly manage 

TMF, IMF, and FMF allows the proposed CNM to reduce ambiguity and provide more 

reliable assessments. 

 

Figure 4: CNM analysis 

The FLM generates higher data scores, ranging from 0.10 to 0.25. While fuzzy 

logic handles some uncertainty by TMF values, it does not explicitly incorporate IMF and 

FMF. Consequently, the model is challenged by more complex uncertainties, resulting in 

higher data scores and reflecting greater variability in evaluations.  

The SM exhibits the highest data scores, 0.20 and 0.35. This result highlights the 

model's limited capacity to manage uncertainty, as traditional statistical methods assume 

precise data and do not accommodate conflicting data. The high data scores propose 

significant variability and inconsistency in the assessments when evaluated using purely 

statistical methods. 

The SVM displays data scores between 0.15 and 0.30, indicating moderate 

uncertainty. The SVM classifies projects based on FE without explicitly addressing 
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uncertainty. This leads to variability in the results, mainly when the data contains 

inconsistent tets. Although the SVM performs better than the statistical model, it still falls 

short of the proposed CNM's ability to minimize uncertainty. 

iii) Analysis of Consistency Ratios (CR) Across Models: The comparison of CR 

(Figure 5) against varying Similarity Thresholds provides insights into how well each 

model maintains alignment between student projects and tutor tests as the threshold for SC 

increases. 

The Proposed CNM consistently achieves the highest CR across all SC, ranging 

from approximately 0.85 to 0.95. The model effectively handles uncertainty and produces 

consistent evaluations, even with severe SC, by incorporating TMF, IMF, and FMF into 

the CNM, thereby capturing nuanced data relationships for more reliable assessments. 

 

Figure 5: CR analysis 

The FLM can measure a particular level of uncertainty by using TMF values; 

however, it cannot account for IMF and FMF, which restricts its accuracy under higher SC. 

Its performance drops off as the level of risk goes up, which means it can't handle 

significant uncertainties very well. 

Due to its reliance on standard statistical measures that imply accurate data and are 

unable to account for conflicting tests, the SM has the lowest trust ratios, ranging from 0.55 

to 0.70. This validates its failure to sustain coherence under uncertainty. 
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The classification of data using FE is where the SVM is obvious, displaying 

consistency ratios that are in the high SC range, from 0.65 to 0.80. Problems arise with 

uncertain ratings due to its predictive nature, which causes accuracy to decrease as the SC 

is decreased. 

5.2 Cybersecurity Evaluation Metrics 

i) Analysis of Security Mechanism Effectiveness Rates (SMER): As the dataset size 

increases, SMER's ability to maintain data CIA distinct across the Recommended CNM, 

Basic Cybersecurity Model (BCM), RBAC-Only Model (RBAC-OM), and Anomaly 

Detection-Only Model (AD-OM) (Fig. 6). The integration of AES-256 encryption for 

privacy of data, RBAC for secure access control, and IFA for AD provides that data is 

secured during storage, transmission, and access, and results in systematically high 

effectiveness SC ranging from 99.5% to 100% in the CNM. 

 

Figure 6: Security mechanism effectiveness 

By applying AES-128 encryption and primitive RBAC, the BCM is a CNM with 

Success Rates (SR) of 95% to 97%; however, it does not have improved AD. Although it 

isn't effective at detecting and responding to hacking attacks, it does a good task of 

controlling access to data and maintaining its secrecy. Figure 6 illustrates that the RBAC-

Only Model, which has an SR of 90% to 92%, is vulnerable to data breaches and 

unauthorized access because it emphasizes access control only, without encryption or AD. 
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While the AD-OM employs IFA for AD, it fails to include encryption for access 

control, but it does achieve SR ranging from 88% to 91%. The data becomes more 

vulnerable to attacks, and the probability of unauthorized access increases as a result. The 

SR of the BCM, RBAC-OM, and AD-OM decrease with increasing dataset size, 

demonstrating that they are not capable of processing larger datasets and ensuring total 

security. The recommended CNM remains highly successful. 

ii) Analysis of False Positive Rates (FPR) Across Models: The FPR of different 

methods, when compared to the Number of Normal Activities, is illustrated in Figure 

7. The highly secure recommended CNM utilizes AES-256 encryption, RBAC, and 

IFA for AD to achieve an FPR of 0.5% to 1.5%. This helps minimize the number of 

FPRs by maintaining distinct lines between normal and abnormal behaviors. Since 

the BCM does not have advanced AD and uses less effective security features, it is 

more likely to flag common behaviors as abnormal, resulting in an FPR of 3.0% to 

5.0%. 

 

Figure 7: FPR analysis 

Because it focuses on access control without encryption or AD, RBAC-Only can 

incorrectly label legitimate use as malicious, resulting in a higher FPR. In contrast, the AD-

OM's high FPR ranges from 2.5% to 4.5% because it can't use contextual access control 

mechanisms, lacks encryption for data, and thus enhances the risk of FMF labeling 

legitimate behavior as malicious. As the number of true activities increases, the BCM, 
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RBAC-OM, and AD-OM models have challenges scaling up without compromising their 

accuracy. The Recommended CNM, on the other hand, maintains a low and stable false 

positive rate (FPR), implying that it is capable of handling larger datasets with a minimal 

number of false alarms. 

iii) Analysis of Response Times (RT) Across Models: The comparison of RT  (Figure 8) 

across the Proposed CNM, BCM, RBAC-OM, and AD-OM highlights significant 

differences in AD speed and RT as the number of anomalies increases. 

 

Figure 8: Analysis of AT 

Using AES-256 encryption, RBAC, and IFA for Active Directory, the 

recommendation for CNM provides a response time of between 1.0 and 2.5 seconds. This 

succeeds by ensuring that Active Directory is secure and requests are processed, as well as 

optimizing the processes to minimize delays and enable real-time Active Directory and RT. 

RT with the BCM is lesser when compared with other models because it does not have 

robust AD and uses simpler security protocols. The delay becomes clearer as the volume 

of AD increases, indicating that it is inadequate to handle higher security attacks 

effectively. On the other hand, the RBAC-Only has RT that ranges between 4.0 and 6.0 

seconds, which leads to delayed identification and response times to anomalies. This is 

because there is no specific AD in the entire model. Although the AD-OM has RT that is 

not particularly fast, the fact that it lacks a cryptographic component makes it less secure.  

Although the BCM, RBAC-OM, and AD-OM as RT are showing an upward trend, they 
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have encountered delays due to their limited capabilities and the lack of integration 

between encryption, access control, and advanced directory services. The recommended 

CNM can maintain low and stable RT robustness and capacity to scale in the context of an 

increasing number of anomalies. 

5. Conclusion and Future Work 

By demonstrating how neutrosophic mathematical concepts can be integrated into 

cybersecurity standards, this research highlights the potential for improving quality 

assessment in ID education. Using neutrosophic similarity scores that ranged from 0.85 to 

0.98, the model achieved improved evaluation accuracy while ensuring robust data security 

through the use of AES-256 encryption and RBAC authorization. The model's practical 

applicability was validated with consistent performance across 327 student projects. 

The current implementation of secure, mathematically robust educational 

assessment systems has proven successful in ID education. However, future research could 

explore its adaptation to other creative disciplines and institutional settings, serving as a 

model for modernizing evaluation processes while maintaining data integrity. 
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