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ABSTRACT

Sentiment analysis has become an invaluable tool iggmps
large datasets. This study explores sentiment analysis of the W’
1 O

machine learning classification algorithms, specificall
by i hat merges both TF-IDF and BOW. And

methods: (TF-IDF) and (BOW) A thorough compari
each method alone, as well as a novel hy
compared with deep learning approach,
significantly enhances classification pe o \mong Me tested algorithms, logistic regression

algorithms, and lastly the asse@m he algorithms. The end findings indicate that the SVM
i Naive Bayes classifier achieved an accuracy of 91%, the
acy of 94%, and the LSTM classifier earned an accuracy
ork may explore the integration of additional feature extraction
e and improve sentiment analysis models.

Logistic regression classi
which was 93.58%.

aily basis, millions of individuals post their reviews, thoughts, and assessments on
mo nd 1tems on a variety of social networking websites such as Facebook and Twitter, as well
S On mmerce websites such as product and movie reviewing websites. It is possible that these
1ons and comments include some of the expectations that users have, which is something that
is significant to business and marketing experts as well as researchers. The purpose of sentiment
alysis is to examine a substantial quantity of data in order to ascertain the many emotions that are
conveyed within it, whether they be good, negative, or neutral[1]. E-commerce refers to the online
platform where individuals engage in buying and selling goods and services, as well as conducting
financial transactions and exchanging information [2]. The advent of the e-commerce system has led
to a shift in consumer behavior towards online purchasing, driven by customer evaluations and
ratings. Consequently, it has become commonplace for individuals to assess product reviews prior to
making a purchase in today's world. It will assist shoppers in purchasing high-quality products at




reasonable prices. Implementing measures to mitigate cheating in the e-commerce system will be
effective.

The comments may pertain to the product, the services provided by the shop, or the
procedure of delivery. The abundance of reviews poses challenges in terms of readability and
analysis. Feedback consist of two components: positive and negative reviews. The importance of
customer reviews in driving sales for businesses is widely acknowledged. Sellers who possess an
excellent reputation typically experience a significant surge in their sales volume [3]. In this day and
age, people have a tendency to blindly accept the reviews that are accessible online and make an
opinion about any movie even before they have seen it. There is an abundance of textual informati
on movies that can be found on websites such as Amazon, IMDb, and Rotten Tomatoes website.
scores that users give to films are predicted based on the reviews that are posted on

93% when applied to the IMDb dataset.
Sentiment analysis is the computer process of recognizing
attitude conveyed by an consumer in a written text. Its applications in indu?
ranging from predicting market trends by analyzing sentiment in ne
consumer contentment and displeasure through the feedback.[4 T%inin is the extraction of
g ethodology has three stages:
| polarity determination using
essing encompasses various
, corny g to lowercase, stemming, and
fe s. Various text features include count
pind N ased methods.[6]
‘mination on the influence of pre-processing and
Ing amazon review dataset[6].In this paper The study
such as TF-IDF and BOW, on the outcome.After

data pre-processing, feature extraction from the preprocess
DL and ML techniques based on the extracted feat
processes, including tokenization, stop wordghas

eliminating numerals. The next step is
vectors, bag of words, TF- IDF, word eg

lassification techniques are employed to determine which
entation of LSTM and systematically compare it with

Subsequently, different machin
model is superior and. exp

a preMous recommendation state-of-the-art unigram model serving as our baseline, we
jncrease of more than four percent for two classification tasks. These tasks include a

ents. For all of these objectives, we provided a comprehensive series of experiments that
ucted using manually annotated data, which is a random sample of a stream of tweets. In this
e studied two different types of models: tree kernel models and feature based models. We
nstrated that both of these models performed better than the unigram baseline approach. When it
mes to our feature-based method, we do feature analysis, which demonstrates that the features that
mix the prior polarity of words and their parts-of-speech tags are the most significant features. As a
preliminary conclusion, we have determined that the analysis of sentiment for Twitter data is not
significantly different from the study of sentiment for other types of content.

Rafat Habib Quraishi [8] employed ML and DL techniques, including SVM, LSTM, GRU for
the sentiment analysis using IMDB dataset. The performance measurements indicated that deep
learning based methods surpassed classical machine learning models in binary classification.



Ratings and reviews left by customers are becoming more significant since they are likely to
play a significant part in the process of selling and purchasing a product. Reviews from consumers also
give first-hand feedback that comes straight from the customers themselves; this may be beneficial to
sellers as well, since it can help them improve future sales. By analyzing the evaluations, one might
become aware of the likely factors that led to the success or failure of a product. Consequently, the
purpose of this article is to demonstrate the sentiment analysis of the reviews in order to get a deeper
comprehension of the sentiments that were conveyed by the consumers. The mobile phones, which are
quite popular and are used by a large number of people, were selected as the product, and Amazon was
selected as the digital seller for this particular research. In the beginning, this effort started with
preprocessing of the data. Following the completion of the data pretreatment step, the Bow and n-gr
word embedding techniques were used to represent the clean reviews in vector form. Subsequeg

likelihood of two words appearing together, while word2vec identifies sign'\gR
them.The output of each technique results in a matrix that represents a?e :
tion of numerous embeddings

Soni and Kirti Mathur [10] model is dependent on t
that are processed by an attention encoder and then fed into
contextual information, our method involves combrnrn
BERT. Additionally, FastText is used in an cids
Following that, these embeddings were cog
attention encoder, which resulted in the
ultimate categorization, an LSTM mode ’ he Twitter Sentlment140 dataset as well as the
Twitter US Airline Sentiment dataset were
known models, including LSTM, Bi- dlrectlonal
compare the performance of our s ic fusron movel. In terms of performance the results of the tests
make it abundantly evident that ue offers superior outcomes than the baseline models. The
LSTM model achieved an a while evaluating online reviews in the Hindi language. A
sentiment analysis was

@ ramework. In order to extract
of Paragraph2vec, ELMo, and
Oer to seize syntactic properties.
embeddlngs that were acquired from the

were trained using yms and weighted unigrams. The experimental result was assessed based
on its correctness. prithm attained accuracy of 81%, surpassing all other approaches. In

the other technique.Different ML techniques were utilized . Among these algorithms,
rest achieved the greatest accuracy in classification. N-grams and Tfldf were contrasted as
xtraction methods for sentiment analysis by Das et al. [14]. Classification techniques included
rest neighbors ,SVM, RF, Multinomial NB, Decision Tree and, LR, Tfldf was found to
nificantly increase feature extraction when compared to the other two feature extraction techniques.
The RF obtained the greatest accuracy values (93.8%) while using Tfldf. In their study, Xiao et al. [15]
opted to employ LSTM technique with various datasets, The accuracy rates for the LSTM model was
89.85% and the model proved to be successful.

Gaur et al. [16] employed the NaiveBaiye using TF-IDF to classify the Twitter review. Based
on accuracy, recall, and precision performance criteria, the proposed model outcomes demonstrated
enhanced accuracy (84.44%) and precision.



3. METHODOLOGY

The research commenced by utilizing the Amazon review dataset and implemented various
preprocessing techniques to adequately prepare the data for analysis. The preprocessing stages
encompassed addressing missing values, standardizing the data, and partitioning the data into
relevant subsets according to the analysis criteria. Subsequently, we employed both BoW and TF-
IDF approaches to extract features. After performing feature extraction, we utilized various machij
learning classification algorithms to analyze the data and assessed their performance using
performance criteria. Ultimately, we evaluated the efficacy of these conventional machine learn
methods in comparison to a deep learning strategy.

3.1. Dataset description

This project leverages a dataset obtained from Kaggle.com, foc
reviews. The dataset encompasses a substantial collection of over 344
customers across diverse product categories, including electronics, hq
commodities. Beyond customer reviews, the dataset incorporates cru
ratings and a diverse set of additional information. Comprising a total Wg1 features, the dataset
includes comprehensive details ranging from product specifications (@ St
customers, encompassing a holistic perspective of customer feebacwpro {
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igure 1. Methodology of sentiment analysis.

lity and noise in user reviews, the data required thorough cleaning and
to ensure it adheres to a format understandable by the classification model.

enization
It is the procedure of dissecting a text, such as a paragraph or a sentence, into separate words
"tokens." Tokens serve as the fundamental components of language, and the process of
tokenization aids computers in comprehending and manipulating human language by dividing it into
manageable segments.An illustration of tokenization may be shown by breaking down the statement
"l love chocolates" into three distinct tokens: "I," "love," and "chocolates."



3.4. Normalization

Multiple activities are executed concurrently in order to accomplish normalization The
method entails converting the text to either uppercase or lowercase, eliminating punctuation, and
translating numerals into their respective nouns. This enhances the consistency of preprocessing
applied to the document.

3.5. Stemming

Stemming is a technique to obtain the base form of words by removing affixes. It is akin to
pruning atree's branches down to its main stems. For instance, the root of the words speaking, spe
and speak is speak. Lemmatization is advisable when the significance of the word is crucial
analysis. It is the process of classifying different inflected forms of a word into a unified.gro

"speaking" might be identified as "speak”. 3.2.5 Stop Words removal
frequently encountered terms in any given language that have little g
These terms are ubiquitous in the grammatical structure of all lang
an own collection of stop words. Some examples of English stop wor
"we," "her," and "himself." We have employed manual data cleansing tec/™g&ues in conjunction with
regular expressions in Natural Language Processing (NLP) to rem?n hwanted artifacts or

disturbances. The noise removal process is executed with meticulou e to efisure the elimination
of a limited number of rows in the dataset, which may educed accuracy. The regular
expression employed for data cleansing effectively eli erfluous white spaces and
organized the data into appropriate columns.

3.6. Feature Extraction Techniques (TE4PF 3
The acronym TF in TF-IDF sig

within manuscripts. Conversely, the document
of a particular word in the colleciigs, of documeMs. The program determines the frequency of the
word over numerous texts, ra iust one document. Words having a high DF value lack
significance as they are fre Il documents. The IDF is to quantify the significance of
terms across all publicati

BNgRf words)
fre cy, Term frequency is a metric that
text, indicating that the term is more significant

resent in a document) ( 1)
terms in the document)

Yumber of document ) (2)

of terms t in the document)
TF(t) = IDF(t) (3)

BoW model is a simple representation utilized in NLP. A text is an unstructured assemblage
f its MWstituent words, devoid of any consideration for syntax or even the sequence of words.

the process of text classification the weight assigned to a word in a document is determined
its frequency inside that document as well as its frequency across other publications.

3.7. Classification Algorithms

Naive Bayes is a type of generative learning algorithm that seeks to mimic the distribution
of inputs in a certain class or category. Unlike discriminative classifiers such as logistic regression,
it does not gather information about the crucial features that distinguish between classes.. It is
extensively employed in tasks such as text classification, spam filtering, and recommendation
systems.



Logistic Regression approach is commonly employed for classification and is classified as a
Generalized Linear Model. Logistic regression is a statistical method used to represent the chances
that describe the outcome of an experiment[22]. This strategy is also known as Maximum Entropy..

In high or infinite dimensional space SVM creates a hyperplane or a collection of
hyperplanes,that is located at the maximum distance from the closest training data points in each
class achieves a high level of separation.. This is because a larger margin generally leads to a smaller
generalization error for the classifier. It demonstrates efficacy in spaces with a large number of
dimensions and exhibits varying behavior depending on the specific mathematical functions, referred
to as the kernel. Kernel functions like sigmoid, polynomial, RBF, and linear are frequently use
SVM classifiers. The number 82 is encapsulated between square brackets.[22]

3.8. LSTM

LSTM networks are an extension of Recurrent Neural networks (RNNs) specifig
to effectively learn and capture the patterns and relationships in sequential or tempora@##at3
their long-term dependencies, with greater accuracy compared to traditio

1 Ct

tan| ,
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Neural Network

The LSTM model consists of three gal nput ,forget and output gate, in addition to the cell
memory. The data to be updated saved in memory cell is dictated by the gate input. The
forget gate is responsible for ev the suitability of input/output information for passing. If the
result is zero for the forget ation is discarded, however if the output is near to one,
the information is preserv, f LSTM to address the challenges of exploding problem
and disappearing gradient nctioning at the forget gate. The cell state stays unchanged
by the output gate.ng he date serves to differentiate between the actual information and
the cell state[23] i

Figure 2.

(4)
()
$(t) = tanh(W, - [He_q, X¢] + b) (6)
CO)=fr*Crq+1,+C @)
0(t) = o(Wp - [He—1,Xe] + bo) (8)

now, input weight is We, W;, W, and W, , bias is by, b;, b, and by, t is time state, £t — 1 is
prior time state, X is input; H is output, and C is cell status.



H(t) = O; * tanh(C) 9)

Sigmoid(x) = v (10)
Tanh(x) = S (11)

3.9. Evaluation Metrics
There are four potential outcomes for the provided data: true negative (TN), false negatj
(FN), true positive and false positive. TP data is categorized as positive and labeled as posmve w
FN data is categorized as negative but labeled as negative. FP data is mislabeled as negg
classed as positive, whereas TN data is correctly labeled and classified as negative[24] [
The Accuracy Rate refers to the capacity to accurately classify user evaluations
their relevant polarity. It indicates the positive values that are truly positive. A H|
less false positive rate (FPR). The recall is a metric that quantifies the 24
properly detecting True Positives. F1-score analyzes the accuracy of t
recall and precision rates.
The accuracy rate, precision, recall and F1 score is provided a

TP + TN

. |n
d S based on

Overall Accuracy = TP+ TN + FP + FN’ ,
o TP
Precision = TP + FN’
. (12)
Recall = TP + FP’
f1-Score = 2

4. RESULTS AND DISCUSSION

evaluating the effectiveness of
of TF-IDF and Bag of Wor@®(
analysis of revealed signi t diff
given in table 1.

Extraction techniques: TFIDF in isolation, combination
.Fially compared with deep learning technique LSTM. The
s in the effectiveness of these methods and the accuracy is

on of ML algorithm with TFIDF ,TFIDF-BOW and LSTM
Precisio  Precisio Recall Recall F1- F1-

n . n. (Negativ  (Positiv Score_ Sco_r(_e
(Negativ  (Positiv (Negativ  (Positiv

e) e) ) ) e) e)

0.69 0.95 0.18 0.99 0.28 0.97

0.59 0.95 0.30 0.99 0.40 0.97

Logistic

Regressi  Hybrid Oi%“ 0.59 0.95 0.30 0.99 0.40 0.97
on
Naive o np 093 0.83 0.94 0.01 1.00 0.02 0.97
Bayes 58
Naive gy 091 a9 095 045 095 042 096

Bayes 83




Naive —obig 091 038 096 046 095 041 095

Bayes 58

SVM  TF-IDF 0634 079 094 011 100 019 097

SVM  BOW 0;;3 100 094 001 100 001 097

SVM  Hybrid 05%3 100 094 001 100 002 097

LSTM  None 05%3 051 095 031 098 038 097
Figure 3. Performance of ML featursg@xtraction and LSTM Model.

In figure 3 comparison shown cled
across all feature extraction methods (TF-ID
observed using TF-IDF (0.9416
Hybrid approach, achieving t

demonstrated competitive a
of Logistic Regression.L
which is competitive but s

Figure 4 S
are executed to tra
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Figure 4. Validation accuracy and loss of LSTM Model
The training process was carried out for a total of 5 epochs. The following information
provides a breakdown of each epoch:

val_accuracy
val_accuracy
val_accuracy
val_accuracy

val_accuracy

Logistic Regression consistently performed well
BOW, and Hybrid), with the highest accuracy
owed a notable drop in performance with the
accuracy among the tested algorithms (0.9158). SVM
th TF-IDF and BOW, closely following the performance
licit feature extraction achieved an accuracy of 0.9358,
lower than the top-performing Logistic Regression with TF-IDF.
Network being trained using training dataset. A total of 5 epochs

: 0.9243

: 0.9329

1 0.9362

: 0.9369

: 0,929



During Epoch 1, the LSTM model attained a training accuracy of 93.06% and a training loss
of 0.2426. The validation accuracy was 92.43%, and the validation loss was 0.2050. During Epoch
2, the training accuracy rose to 94.09%, while the training loss fell to 0.1645. The validation accuracy
improved slightly to 93.29%, accompanied by a validation loss of 0.1804. During Epoch 3, there was
a notable enhancement in training accuracy, reaching 95.18%, and a reduction in training loss to
0.1335. The validation accuracy increased to 93.62%, with a validation loss of 0.1855. Throughout
Epoch 4, the model achieved a training accuracy of 96.10% and a training loss of 0.1114. The
validation accuracy was 93.69%, and the validation loss was 0.1940. Epoch 5 concluded with a
training accuracy of 96.82% and a training loss of 0.0918. The validation accuracy was 92.90%,
the validation loss was 0.2009. Finally, the model was evaluated on the test set, achieving an accu
of 93.58% and a loss of 0.1994.

The figure depicts the graphical representation of accuracy and validation accura
figures 5 exhibit the graphical representation of accuracy and validation loss.

Model Accuracy Model Loss

0.97 1

—— Training Accuracy
Validation Accuracy

0.24 4 validation Loss

0.22 4
0.96

0.20 4

0.18 4 ,

0.16 1

0.95 4

Loss

Accuracy

0.94 4

0.934

T y T T T T T T T T y T T - T T ™
0.0 0.5 Lo 15 2.0 2.5 3.0 3.5 ) 0.0 0.5 10 15 2.0 25 3.0 35 4.0
Epoch Epoch

Figure 5gT curacy and loss of the LSTM model.

The findings indicate Log Reg n consistently performed well across all feature extraction
methods (TF-IDF, B4l brid), with the highest accuracy observed using TF-IDF (0.9416).
Naive Bayes showi p in performance with the Hybrid approach, achieving the lowest
accuracy among t Jorithms (0.9158).SVM demonstrated competitive accuracy with both

study, we utilized distinct classification algorithms to analyze the Amazon review
ith a specific emphasis on two feature extraction techniques: TF-IDF and BOW. Traditional

lally TF-IDF) outperform the LSTM model for this particular sentiment analysis task. The
ive Bayes classifier, while effective with TF-IDF, shows a significant decline with the Hybrid
approach, indicating a possible overfitting or inefficiency in combining features. The deep learning
model (LSTM) still provides a strong performance without the need for explicit feature extraction,
demonstrating its potential for handling raw text data directly. However, it slightly lags behind the
best-performing traditional machine learning approaches in terms of accuracy.

While this study focused on deep learning without explicit feature extraction, there is
significant potential for improving accuracy by integrating feature extraction techniques with deep
learning models. Feature extraction methods such as TF-IDF and BOW could provide richer input



representations for deep learning architectures, potentially enhancing their performance beyond what
was achieved in this study. Exploring the combination of feature extraction techniques with deep
learning models could yield even better results.

Future research should focus on integrating feature extraction methods with deep learning
models to leverage the strengths of both approaches. Implementing advanced architectures such as
transformers, combined with feature extraction techniques like TF-IDF and BOW, could lead to
higher accuracy and better performance. Additionally, fine-tuning hyperparameters and
incorporating domain-specific knowledge could further enhance model performance.By combinin
the rich feature representations from traditional methods with the powerful learning capabilities,
deep learning, future studies have the potential to significantly advance the state-of-the-ar
sentiment analysis.
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