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Abstract (
Acquired brain anomalies are crucial and life killing disease among th gseases. As a result, fast and accurate
disease diagnosis and classification are critical for human survival. | eqfch, a machine learning strategy is

nonheningioma brain images. In this
eura (NN) classification method. This
shearlet transform for transformation of pixels.
shearlet coefficients. The computed final
results. The meningioma detection system
@7/5% of SET, 96.57% of SPT, 97.34% of MSA, 97.38%
A using the suggested NN classification approach obtains
PR, and 98. The shearlet transform combined with NN

given for distinguishing and classifying meningioma brain im
paper, the brain pictures are recognized and classified using t
suggested method comprises of a preprocessing mod
Local Binary Pattern (LBP) features are then g
characteristics are input into the NN classifier t8
using the suggested NN classification approach ob(¥
of PR, and 97.3% of FS. The meningioma detection sY
97.16% of SET, 97.25% of SPT, 97.97% of MSA, 98.19%

classification algorithm improves the perf ce of the entfre meningioma detection rate.
Keywords: Acquired brain anomalies, ra rks, meningioma, shearlet transform, classifier;
1. Introductions

The tumors are ed an body due to genetic disorders and abnormal growth of the cells. Due
are forlged in human brain, which leads to death with different stages. As per World
t [1], the brain tumors are crucial one such as lung tumors and liver tumors

and produced the quality of images [3]. This method of identifying the brain tumor
ive process and error prone process due to manual examination. These limitations are

. The CAD technique in modern era uses soft computing algorithms to automate the entire flow
aper, machine learning method is used to detect the brain tumor images from the healthy brain

different classes, Meningioma tumors are crucial and its detection process is more complex than the
sses [6]. Hence, Meningioma tumors are detected and the tumor regions are segmented in this paper used
Neural Network (NN) classification process. The brain images for Glioma, Meningioma, and Glioblastoma are
displayed in Figure 1(a), Figure 1(b), and Figure 1(c), in that order.
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Figure 1(a) Tumor case with Glioma pattern (b) Tumor case with Meningioma pattern um h

Glioblastoma pattern

Gyorfi et al. (2021) [7] performed enhancement using Atlas Enhancemen nd the enhancement has
been used to identify the location of the tumor regions. The authors used ensemble le g approach to classify the
normal image from the tumor affected brain MRI images. The authors attained 95.7% 0 sitivity rate along with
96.2% of specificity rate on the large number of brain images. Kumar et al. (ﬁ [8] Wetected and located the
regions which were belonging to tumor cells. The authors used MRI s od to capture various regions of
brain. The authors used GoogleNet for classifying the abnormal regi images. Further, this method was
tested on different imaging datasets BRATS 2018, BRATS 20 TS020. The experimental results of
these methods were significantly analyzed with the evaluatlon et al. (2020) [9] constructed a new
deep learning model BrainMRNet from the conventijg ing models to overcome the fitting problems.
This developed and newly constructed BrainMRNg ; and the authors attained 94.2% of sensitivity

Veeramuthu et al. (2019) [10] applied preprocessing algorithms which was suitable for the

applied on the collected brain image dataset to identify

sensitivity rate along with 93.7% of spegg rate on the large number of braln images. Swati et al. (2019) [11]
constructed fine tuning rule based algorj as worked on the various modes of pixels. The classified pixels
in the brain MRI images then us transfer learning approach. This has been splitted into three
different categories Category 1 ages with low tumor pixels, category 2 contained brain images
contallied brain images with moderate tumor pixels. The authors attained
06 of specificity rate on the category 1 dataset brain images. The authors

% late along with 94.2% of specificity rate on the category 3 dataset brain images.

au Planned as follows: Section 2 specifics the proposed methodology that includes
xtraction and Classification. Section 3 describes the results and discussion, comparing

attalned 94.2% of sensiti
authors attained 95.3% of

M ology

Nanfang University [12] and BRAINWEB [13] datasets are utilized in this study to assess the tumor
ification procedure. There are 571 meningioma and 750 non-meningioma brain images in the Nanfang
niveYsity collection that are available for use without a license. The 512 x 512 image pixel resolution uses 8-bit
quantization. Additionally, the research uses the BRAINWEB dataset to confirm the efficacy of the methods
provided in this work. With 8-bit quantization, the image's pixel resolution is roughly 1024 by 1024.

The NN classification approach is used in this study to detect and classify brain pictures that show
meningioma and those that do not. This proposed method consists of preprocessing module which uses shearlet
transform for the processing flow. Then, LBP features are computed from the shearlet transformed coefficients. The




computed final features are fed into NN classifier to obtain the classification results. Figure 2 shows the proposed
NN based system.

Source Brain
MRI Image

Shearlet LBP features
Transform Computation

NN classifier

Meningioma
image

Figure 2 Proposed NN based flow of tumor detes
Shearlet Transform

The non-linear features can be extracted using shearlet transforrw is al%0 called as multi scale
systems which are the integration of Laplacian pyramid and shearj SY The discrete shearlet transform
transforms the image into Low Pass (LP) band and Band Pass (BP) ba e LP band is passed through the
directional filters which produces shearlet coefficients. Next, the S trajformed into LP and BP band and
then, BP band is passed through the directional filter in order t ain t coefficients. The same process is
repeated to decompose the LP and BP band complete coefficients which are obtained from each level
in shearlet transform architecture are grouped into g s the architecture of shearlet transform. The
transformation of LP filter and BP filter are rep , respectively. The response of LP filter at
level 1, level 2, level 3 and level 4 are S4, S3, S2 a
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Figure 3 Decomposition architecture of shearlet transform

Figure 3 is the NN classifier architecture which is used in this paper for the classification of
meningioma brain image from the non-meningioma brain images. The shearlet features from the decomposition
module are fed into the input nodes of the NN classifier which produces the output responses as shown in Figure 4.

Features extraction and classification
The shearlet coefficients which are obtained through the shearlet architecture are stored in 2-

dimensional matrix format with M rows and N columns. This work computes features of Local Binary Patterns
(LBPs) from the decomposed shearlet coefficients. The 3*3 mask is placed over the computed 2-dimesional matrix




and the center pixel in this 3*3 mask region is compared with its surrounding coefficient values. If the value of this
center pixel is greater than the value of the surrounding coefficient value, then replace the value of the
corresponding surrounding coefficient by O else replace it by 1. Then, the mask region is moved to next and the
same procedure is followed till the end of the final coefficient value in this matrix. The LBP features are computed
during training stage and they are trained with the NN classified which is explained with the following sub section.
The size of the computed LBP features is high in size and hence they are not able to process directly with the NN
architecture due to its long processing time. Then, the LBP are input into the NN classifier along with the trained
patterns, which is obtained during the training stage of the classifier.

X1
Y
X
Inputs uts
2
X3
Input Hidde ut
layer ayer
Fig classifi
Figure 4 shows the NN classifier arc re with input, hidden and output nodes. The computed

utput (y1 and y2) are produced at the end of the output

n Figure 4. The number of nodes in input, hidden and output layer of
ed in Table 1.

Table 1 shows the assitier degiah specifications for the automated classifications of meningioma

and non-meningioma brain image

O

Table 1 NN classifier design specifications

Design Parameters Specifications Remarks

Input layer, hidden layer and

Number of layers 3 output layer
Number of input layer 1
Number of output layer 1
Number of hidden layer 18




Neurons in Input layer 12
Neurons in hidden layer 20 Each h\iggﬁnzgnr/]ee;irzgsesigned
Neurons in output layer 2
Epochs 16,000
Learning rate 0.5*10 (-2)
Learning rule Back propagation

The morphological operators are applied now on the classified meningioma brain i
pixels belonging to tumor. The morphological operators are opening and closing and they
following equations. The following formula is used to enlarge each pixel's outer layer.

Morphological open = open (1,0.2)

Where, | is the classified meningioma brain image and 0.2 is the cir ius is to be expanded in

each pixel of I.
The following formula is used to reduce each pixel's outer layer, ,

O]

he @& cle of radius is to be removed in

Morphological close = close (I,

Where, | is the classified meningioma brain image
each pixel of I.

The meningioma brain image's tumor 4 ented using the equation that follows.

Tumor pixels = Morpholoical open ose €))

Figure 5 (a) Classified output (b) Tumor output

RESULTS AND DISCUSSIONS

Meningioma Classification Rate (MCR) and Non-Meningioma Classification Rate (NMCR) are used to
experimentally examine this meningioma detection approach. Meningioma image count ratio (MCR) is the
percentage difference between the total number of meningioma images and the number of detected meningioma
images. The ratio, expressed as a percentage, between the total number of non-meningioma images and the number
of detected non-meningioma images is known as the non-meningioma count (NMCR).




By accurately identifying 521 meningioma photos over 571 meningioma images, the Shearlet-NN classification
algorithm described in this study achieves 91.2% of MCR. In addition, the Shearlet-NN classification algorithm
accurately classifies 720 out of 750 non-meningioma pictures, achieving 96.8% of NMCR. Consequently, the
Shearlet-NN classification methodology's average Classification Rate (CR) is approximately 94%.The experimental
study of the impact of transforms is shown in Table 2.

Table 2 Using Nanfang dataset, an experimental investigation with regard to transformes were conducted.

Correctly
Meningioma Non- Correctly classified
Transformation | . g meningioma classified MCR NM
images tested | . o non-
model images tested | meningioma - (%) %
count - meningioma
count image count

Without shearlet

image count
571 750 521 712 . O
Transform

With shearlet

571 750 553 720
transform

By accurately categorizing 185 out of 200 meningioma pictures, t earlet-NN classification
algorithm presented in this research achieves 92.5% of MCR. Moreover, the Sh t- lassification algorithm
accurately classifies 365 out of 400 non-meningioma pictures, achievjg 29pof NMCR. As a result, the NN
classification method's average Classification Rate (CR) is roughly 91 §

The experimental examination of the BRAINWEB dataset's myd@ré
non-meningioma detection method is presented in Table 3.

sforms for the meningioma and

Table 3 Using the BRAINWEB dataset, an ex ental investigation with regard to transformes were
conducted.
Meningioma Correctly Slggg(iefﬁtteg
Transformation ning classified MCR | NMCR
model images eningioma non- 0 )
tested count . meningioma | (%) | (%)
image count | .
image count
Without shearlet 185 365 925 91.2
Transform
With sheagst 400 180 360 90 | 90

y, an experimental analysis is conducted on the following confusion metrics in relation to
prgioma detection approach. The accompanying Table 4 defines the confusion metrics, which
ating the real values in terms of positive and negative rate.

metrics are obtained from Table 4's confusion matrix to assess how well the Shearlet-NN
algorithm performs in the meningioma detection system.

Sensitivity (SET) = St 4
Sem+57n
5
Specificity (SPT) = —=2 5
pecificity (SPT) S5, ®)
Sen +5tn

Meningioma Segmentation Accuracy (MSA) = (6)

Spp +Sen +Sp+Spn
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Precision (PR) = ﬁ (7
F1— Score (FS) = — 2 @®)

248y, +5pp+Spn

Whereas, Srp is number of true positive pixels, 5,, is number of true negative pixels, Sfp is number
of false negative pixels, 5, is number of false positive pixels.

Table 4 Confusion matrix

Actual values (tumor case)
Positive Negative
Predicted values Positive Sen Sty
(tested) Negative Sen A

Table 5 presents the results of an experimental investigation using
utilizing the NN classification approach for meningioma detection. The meningiom
suggested NN classification approach obtains 96.45% of SET, 96.57% of SPT, 9?6 0

nfang University dataset,
tection system using the
A, 97.38% of PR, and
97.3% of FS.

Table 5 Experimental analysis of NN classification anfa niversity dataset
Testing images fts (%)
SET PR FS
M1 96.1 97.3 97.2
M2 96.7 96.1 97.3 97.1 97.1
M3 3 97.1 97.8 97
M4 A 97.8 97 97.6
M5 96.7 97.9 97.2 97.2
96.3 97.3 97.3 97.1
96.1 97.1 97.8 97.9
96 97.4 97.1 97.3
96.7 97.2 97.8 97.1
96.8 97.1 97.4 97.5
96.57 97.34 97.38 97.3

The NN classification strategy for meningioma detection system on the BRAINWEB dataset is
pentally analyzed in Table 6. The meningioma detection system using the suggested NN classification
approach obtains 97.16% of SET, 97.25% of SPT, 97.97% of MSA, 98.19% of PR, and 98.4% of FS.

Table 6 Experimental analysis of NN classification approach on BRAINWEB dataset

Numerical results (%)

Testing images
SET SPT MSA PR FS




M1 96.7 97.3 97.9 98.3 98.3
M2 97.3 97.1 97.8 98.1 98.2
M3 97.1 97.3 97.8 98.3 98.3
M4 97 97.1 97.8 98.2 98.6
M5 97.3 97.9 97.9 98.2 98.7
M6 96.9 97.1 97.7 97.9 98.6
M7 97.9 97.3 98.1 98.3 98.3
M8 97.2 97.1 98.3 98.2 98.6
M9 97.1 97.2 98.1

M10 97.1 97.1 98.3

Mean 97.16 97.25 97.97

The meningioma detection system experimental investigation empl
is presented in Table 7.

Table 7 On the Nanfang dataset, an experimental examinatio
shearlet transform techniques was conducted.

Experimental metrics in %

Y4

et transform techniques

Aingioma detection system using

Meningioma detection system with
shearlet transform approach

SET 96.45
SPT 96.57
MSA 97.34
PR 94.85 97.38
FS 93.28 97.3

97.16% of
meningi

Table
siearlet t

th

stem experimental investigation employing shearlet transform techniques

g the shearlet transformation approach, the suggested meningioma detection

5% of SPT, 93.28% of MSA, 95.38% of PR, and 95.12% of FS. Additionally,
97.97% of MSA, 98.19% of PR, and 98.4% of FS are achieved by the suggested
e that uses the shearlet transformation approach.

INWEB dataset, an experimental examination of a meningioma detection system using
form techniques was conducted.

eri tal metrics in %

Conventional EMD approach

Proposed MEMD approach

SET 93.29 97.16
SPT 94.15 97.25
MSA 93.28 97.97
PR 95.38 98.19
FS 95.12 98.4




The suggested NN classification method for meningioma detection system is compared with the traditional
approaches by Cinar et al. (2020), Kabir Anaraki et al. (2019), Mehrotra et al. (2019), Ahmed et al. (2024), Babu
Vimala et al. (2023) and Solanki et al. (2023) in Table 9. Table 9 shows that as compared to traditional meningioma
detection methods, the meningioma detection system that uses the NN classification algorithm achieves much higher
performance metrics.

The suggested NN classification method for meningioma detection system is compared with the
traditional approaches by Cinar et al. (2020), Kabir Anaraki et al. (2019), and Mehrotra et al. (2019), Ahmed et al.
(2024), Babu Vimala et al. (2023) and Solanki et al. (2023) in Table 10. Table 10 shows that as compareg
traditional meningioma detection methods, the meningioma detection system that uses the NN classifig
algorithm achieves much higher performance metrics.

Table 9 On the Nanfang dataset, the suggested NN classification approa
system is compared to traditional approaches.

eningioma detection

SET SPT MSA R FS
Approaches
(%) (%) (% (%) (%)
NN classification
method 96.45 97.38 97.3
Ahmed et al. (2024) 953 95 12 95 87
[14] ' : :
Babu Vimala et al.
(2023) [15] 94.38 94.10 95.09
Solanki et al. (2023) 95.19 94.26 94.87 94.02
[16] . . . .
Cinar et al. (2020) [17] 94.28 94.07 93.20
Kabir Anaraki et al.
(2019) [18] 93.29 93.76 93.28 93.16
Mehroira et al. (20 92.17 92.56 93.28 93.27

NWEB dataset, the suggested NN classification approach for the meningioma detection
to traditional approaches.

SET SPT MSA PR FS
(%) (%) (%) (%) (%)
NN classification
method 97.16 97.25 97.97 98.19 98.4
Ahmed ‘[*; j]' (2024) | 9526 94.19 95.56 95.28 95.29




Babu Vimala et al.
(2023) [15] 94.76 94.37 95.09 94.15 94.87
Solanki fié"]" (2023) 94.29 94.87 94.36 95.09 94.38
Ginar eEf‘?'j (2020) 93.12 93.97 93.28 93.17 94.29

Kabir Anaraki et al.
(2019) [16] 93.18 92.29 94.28 93.12 93.28
Mehro”a[itgf" (2019) | 9376 93.78 94.38 94.01 93.17

4, Conclusions

ier. source brain
ed to calctlate the LBP
classifier. By accurately
g presented in this research
assifies 365 out of 400

The meningioma case is detected in this article using a neural ne
picture is subjected to the shearlet transform, and the decomposed shearlet coeffi8
features. To classify the features, the acquired LBP features are passed into 8
categorizing 185 out of 200 meningioma pictures, the Shearlet-NN classification algor™

achieves 92.5% of MCR. Moreover, the Shearlet-NN classification algorithm acc

non-meningioma pictures, achieving 91.2% of NMCR. As a result, the cla%;tion ethod's average CR is
roughly 91.8%. For BRAINWEB open access dataset, the meningg tion method employing shearlet
transform obtains 90% of MCR and 90% of NMCR. The meningio tigh system using the suggested NN
classification approach obtains 96.45% of SET, 96.57% of SPT, MSA¥ 97.38% of PR, and 97.3% of FS.

The meningioma detection system using the suggested
of SPT, 97.97% of MSA, 98.19% of PR, and 98.

The major strengths of this paper are given in the

N cla catio h obtains 97.16% of SET, 97.25%

e The experimental results of this research \8
comparing with other traditional methods, wi
detection process.

e The implementation of shearle
improves the tumor classificatigll rat

e The proposed methodologi ap@ble to any real time clinical dataset irrespective of the modalities
of the images.

ained optimum results for meningioma detection while
R could help the radiologist to automate the entire tumor

form could improve the directional slectivity of the pixels, which

The limitations of this paper g the following points.

e This research wg selPthe tumor detection process and not able to further diagnose the severity
hich are detected and segmented through this proposed method.

ocomputing.
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