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Abstract

Predicting human behaviour is a complex task. Traditional methods offg icit user input or

external observation, which can be restrictive and impractical in real-W Brios. AS an alternative,
Brain-Computer Interfaces (BCIs) offer a more direct and specific mear™@&Qf accessing cognitive and
emotional states, providing valuable insights into human intentions and g@€isiol®making processes. This
paper proposes a novel method that predicts and suggests jsed emotion-based activities for
individual users based on multi-modal sensory data colle N the ¥ain, body, and environment. Our
method overcomes the limitations of conventioggPsy

set throughout the day to understand user co @

emotions-based practice of the user's day. W€

M incorporating a multi-modal data collection
tent be®er. By analysing this data, we predict the
Rin our method using state-of-the-art, nature-inspired
reinforcement learning algorithms and ggent technOWgy to optimise its optimisations and personalised

personalised continuously. The pegor evaluation shows that the accuracy and F1 score for the

proposed method achieved 95. pectively, achieving 2 to 3% more accuracy than Al-based
emotion state-of-the-art d
Keywords: Agent techng omputer Interfaces, Human behavior, Personalized daily activities,
multi-modal gns

l. INTRODUCTION

Our social me increasingly integrated with Artificial Intelligence (Al) due to its ability to
egrate naturally with humans in the most effective and trustable manner. Al has
tial due to its intelligence in understanding and managing emotions with humans, referred
nal intelligence (EI). Emotion is a complex reaction involving physiological, behavioural,
d cognitive changes due to internal or external stimuli. It accurately assesses the self-state and the
otional states of others to manage and regulate social communication suitable to the environment. It
is critically intertwined with our decisions in complex situations, demonstrating that the cognitive
processes such as perception, memory and learning are complex to separate. However, understanding and

predicting human emotions are very demanding tasks that have motivated researchers to explore



innovative approaches beyond traditional methods and develop computational models of emotions [1, 2].
While past efforts relied heavily on explicit user inputs or external observations, these approaches often
need to be revised in real-world scenarios. As a promising alternative, emerging Brain-Computer
Interfaces (BCIs) provide more valuable insights into direct and specific means of accessing cognitjve
and emotional states.

Artificial Emotional Intelligence (AEI) is very attractive in healthcare decision-support systems. As A

plays a growing role in healthcare, the need for El systems capable of interacting effectively wit

including facial expressions, speech patterns, arngggven written text. Facial recognition software might

track subtle movements in eyebrows, , and the Muth to identify emotions like happiness, anger, or
sadness at a frame rate of over 30 frffe cond. Speech analysis can detect variations in pitch, tone,
and volume that can signal emqnal st real-time conversations. Even written language can offer

s or the use of exclamation points can indicate sentiment, with Al

ey're typed.

ocess of sorting emotions into distinct categories. There are two main

otions as essential and distinct or placing them on a spectrum. The influential

ore complex combinations of these or arise from situations. This study area is still
has applications in fields like psychology, computer science, and marketing [38-39].
ere's some agreement on basic emotions like happiness or anger, expressed through facial features
nd biology, classifying emotions gets complicated [4-7]. Further complicating things, cultural
periences can influence how emotions are perceived and expressed. A smile might signify happiness
in one culture but politeness in another. This is why researchers also consider the context in which

emotions arise. Machines can analyse text, speech, and even facial expressions to try to identify emotions.



This has applications in sentiment analysis for social media, where companies can gauge customer
satisfaction, or in developing Al that can better understand and respond to human emotions [19-25].

From personalised diagnoses and empathetic care to mental health support and decision support, AEI has
immense potential to transform healthcare delivery, improving patient experiences, better clinigal

outcomes, and a more compassionate healthcare system. This paper delves into this exciting real

proposing a novel method capable of predicting emotions. This experiment leverages the power of multi-
@

ge@&.(E1) monitoring

modal sensory data collected from the brain, body, and environment, providing a compr

understanding of individual context and intent. Through a sophisticated deep learni 0
proposed method analyses this data to predict the trajectory of the emotion in a user's d

The following contributions are included in the proposed emotion prediction met

‘ﬁ
based on emotion generated through text conversation, visual contact, Y@ speech modulation and

variations. ,

2. We have developed an enriched deep-learning pe model through nature-inspired

1. We have developed a non-invasive system for continuous Emoti

om various biomarkers

by identifying a robust multi-modal data set that will seamlessly capt®

reinforcement learning, which continuously optimisg@its orfendations and provides highly

customised future casting.
3. We have conducted experiments by model 8n relevant features using the feedback and

suggestion impact mechanism. The models ha\ggeen tested and continuously monitored according to

the proposed reward-penalty system, which has been®ptimised effectively.
4. We provide a critical and @o nsive evaluation based on metrics, such as relevance,
engagement, and user satisfactigll, to m the effectiveness of the proposed recommendations from

the developed EI system.

5. We expose the ¢ SANd existing problems in analysing EI using cognitive agents tailored to

llows. Section 1 highlights the need for this work as an introduction, while
Section lated works, also underscoring the research gap. Section 3 introduces the proposed
ogy. Experimentations, results and analysis in comparisons with state-of-the-art

ussed in detail in Section 4, just before the conclusions of our work are briefly depicted in

RELATED WORK
is research paper aims to understand the significance of the role played by Al in cognitive processes
and its application in emotional intelligence. This section focuses on the studies made in the existing

works related to developing the architecture for cognitive agents and modelling of emotions in the agents.



This section sheds light on related computational models of emotions and their analytical evaluation
methods.

Several cognitive architectures have been developed in the past decades, and this illustrates a shift from
symbolic cognitive architectures to neurally inspired architectures. Nowadays, there is also interest.in

developing hybrid architectures. This rapid growth has excellent potential for the developme

intelligent systems. The evolved architectures include diverse perspectives of disciplines, ranging fr

psychoanalysis to neuroscience. It reflects the multifaceted nature of human cognition based

interventions to promote mental well-being. She tailors her responses anQ

{0 ’e

art activities and exercises such as

user interactions and smartphone data inputs. She is designed pathetic and supportive

The authors of [5] strongly criticise defining c%g@gtional intelligence as it fixes a set of abilities and

proposes dynamic models that manage ugh the eMtional response cycle. This model emphasises the
need to design and develop customigd lve regulation strategies to highlight individual needs.
A comprehensive overview of glegoriss otions and effects outlining the methods to measure and

detect them is presented 4 escribes the taxonomy to categorise the theories for integrating

emotions in human-com gction. In [7], a general framework for emotion modelling in cognitive

agents is dise@ss ! compasses four components: emotion generation, emotion experience,

emotion and Sgrotional modulation. This paper introduces the classification of evaluation
vap!s studies on agents with emotional intelligence. The amygdala is an emotional
gs, and its studies are critical for cognitive and decision-making papers. The inputs
ala will help researchers to have a better understanding and processing of social cues,
guide social interactions. It facilitates the readers to understand emotional learning, which
tertwines emotional stimuli with future behaviours and responses [8]. The research work carried out in
] discusses the neural basis of emotions, which plays a critical role in understanding mental health status
like anxiety and depression and emotional processing. Insights from this research are very significant to

refine our understanding of developing an emotional intelligence system. In [10], the proposed framework



mimics human-like cognitive complexity by integrating large language models (LLMs) with autonomous
agents. The modular mind theory proposes certain LLMs as alternates for the cognitive modules of the
brain. Autonomous agents represent the human cognition modules, which are additionally strengthened
by LLMs.

A conversational agent is a virtual agent capable of conversing, expressing, and obtaining inform

from the environment. It infers and acts according to the given scenario. Emotion and cognitive proces

evaluates affective valence and arousal in decision-making. It needs age of many emotional

intelligence requirements [13, 14]. ALMA [15, 16], a computational el of emotion, regulates

nonverbal and verbal expressions. It demonstrates enriched com ion

model presents the affective response derived from emotion,
inspired by ALMA and a Soar-based cognitive archit e.

Wikipedia. It is an effective amalgamation
presents an intertwined emotional and cog

identifies emotions based on environmental stim®

It includes personality and culture as parameters that
influence the emotions generated in thegystem.
The MAMID architecture [20] empl@&s ns based on personality traits and cognitive signals. It uses
complex cognitive elicitors, suglas per, history and the convergence of expectations and goals, to

perform a discrete stimul nt (for four basic emotions). The Fuzzy logic adaptive model of

b

on appraisal theory and Rossmann’s theory. It uses fuzzy logic as a
s model observes the event that occurs and generates a corresponding
model's history. The appropriate emotion is selected according to the mood

is then used by the decision-making system. The Ethical Emotion Generation

sitive and negative emotional values, personalities and cognitive mental states such as goals and
titudes. In [23], the authors propose a model that designs robot personalities reflecting natural and
man-like interactions with it. It has been achieved by integrating social psychology and fuzzy logic. It
defines six categories of emotional dimensions with twelve emotions. These emotional impacts created

by external stimuli are studied based on the effect created and shown in the robot's responses.




The authors of [24] present a detailed illustration of adopting cognitive-affective architectures as affective
user models in behavioural health technologies. It is based on internal processing and reflections upon
user state changes. It stresses using such models to support mental health and well-being through
technologies. The scope of integrating dynamic representations of emotions, semantic maps, and magal
schemas of the human brain's structure with Al to understand emotional intelligence, enhance s
interactions, improve decision-making, and foster transparency is presented in [25].

This section addresses one of the fundamental challenges in designing and developing cogniti
with emotional intelligence. These agents are evaluated based on computational models 0
discussed in the previous section. The evaluations are carried out in predefined sq
subjective. It is accepted that if the agent performs well in such conditions fo

computational model satisfies the metrics. The paper evaluates the ag CRAON sed on the text

conversation. The agent is trained for a case study where the cancer dN

announced. The same

scenario is mimicked with a scenario involving a human being, and the emO¥

studied. ,

EBDI uses the Tileworld system to simulate a multiagent t and evaluates them by tuning

al reaction of the agent is

different parameters and determining the fitness of t e chigcture. The collection of agents
represents different emotions, and their img 0
experimented with and evaluated the GA Q

and resultant emotions. In the framework identi

des@on-making is studied. Bourgeois et al.
ultiple¥agents environment for crucial situations
and interprets emotional cues from facial expression,
a meaning. Accordingly, appropriate emotional
consequence is observed in an int@vi nario and assessed for integration with other cognitive
functions. The computational ed to simulate the human emotions in artificial agents are
evaluated based on believg ocial acceptance. Social acceptance assesses the resultant emotion
the degree of matching the expectations that humans perform in the

. Social acceptance supports the believability criteria as it is always
unaccept ocial environment.

The aut

a novel approach to training Al through collaborative learning games. This
erage deep reinforcement learning, where the Al learns by playing the game and
s for successful actions. Uniquely, it incorporates natural language processing, allowing
n player to guide the Al through natural language instructions. The paper likely explores the
esign of this algorithm, its effectiveness in training the Al, and the potential benefits of human-machine
[laboration in learning environments.

The research paper highlights an EEG-based emotion recognition technique, which analyses scalp

electroencephalogram (EEG) recordings to categorise a person's emotional state. This has applications in




healthcare and human-computer interaction. The paper highlights the role of brain region interactions in
emotion processing. To capture these interactions, the researchers propose a novel method using a graph
convolutional network (GCN). This approach treats EEG channels as nodes in a graph, with connections
between them representing the relationships between brain regions. By processing the EEG data throygh

this GCN, the model can learn the complex interplay between brain regions that underlie diff
emotions.
The research by authors of suggests our brains process rewards and emotional surprises dif
Traditionally, reinforcement learning places emphasis on reward prediction errors (P
behaviour. This study introduces the concept of affective PEs, which gauges the di
anticipated emotions and what actually occurs. The researchers used electroenc og

a

measure brain activity during social learning tasks. Their findings reveg

both reward PEs and affective PEs. This implies separate neural mecha
rewards and emotional surprises, suggesting emotions play a crucial role i

/

beyond the pull of external rewards.

This research work in delves into using reinforcement learni

feedback in real time using data from wearable sensors

classifiers (algorithms tha data) instead of relying on a single one. The paper likely explores
t kind of individual classifiers are used, and how they analyse facial
gths of various classifiers, the ensemble method aims to achieve better

otions like happiness, sadness, or anger from human faces compared to

d developing more effective learning algorithms. They also highlight the gaps between
ical models and human-level intelligence. In this paper, we highlight the gaps in developing
stems that are more engaging, easier to use, and more easily learned in the human-computer interaction

CI) domain.



Il. PROPOSED PREDICTION METHODOLOGY
The proposed system overcomes the limitations of current recommendation systems, which often rely on
generic suggestions that fail to capture the nuances of individual emotions. By incorporating a
combination of human activity, biopotential sensors, and environmental data, the system gains a deeper

understanding of the user's emotional state, physical activity levels, and surrounding con
Reinforcement learning further elevates this El system through state-of-the-art algorithms and ag
technology [4-7]. The system learns to associate specific emotional patterns in the data based o
and enhances the emotions with increased accuracy. It represents a significant leap forwg

echnology, as illustrated
employs reinforcement
learning to learn the user's emotions based on multi-layered sens infwaltio y namely human activity,
speech, and visual information. The proposed emotion dete rediction system is shown in Fig
2. This section discusses the agent design for the propos ot reggftion method. The agent has been

designed using artificial rabbit optimisation al tify possible personalised emotions.
A. Improved Artificial Rabb Btion Algorithm
The Artificial Rabbit Optimization (ARO) algorigg is designed based on the two laws of survival by the

rabbit from the everyday world: the prgeess of deto® foraging and the process of random hiding. The

process of detour foraging is the stra loration to take food from near to the current place of stay.
Random hiding is the strategy akin ve taken by a rabbit to other burrows, primarily for hiding
further, and this strategy i nY@athe exploitation process.

&
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Figure 2: Proposed Emotion Detection and Predication Method

e starting point of any optimum target search algorithm depends on initialisation. In the ARO
algorithm, the following parameters are mandatory, considering the design variable size with the



dimension of d: N is the number of the artificial rabbit colony, and the lower and upper limits are
mentioned as UL and LL. The process of initialisation is performed as follows:

Yy = 7. (UL, — LL) + LL; = (1)
Here, 171-,,c is the position indicating the i*" rabbit in the k" dimension, and the value r is selegged

randomly.

B. Process of Exploration

The metaheuristic algorithms are designed based on the concept of two main activities: the p
exploration and the process of exploitation. In the ARO algorithm, the process of de

considered a process of exploration. Detour foraging is the affinity of each rabbi
around the discovered food sources and randomly discover another rabbit oggiae ted T
2 0iVERQgs

to collect sufficient food. The equations used in the process of detour

Wi(t+1) = ¥.(t) + R. (E(t) - Z-(t)) + rand(0.5(0.05

R=LC - (3) ,

ny - (2)

D,lk=19d andl =1, ..[r;.d]

Clk) = { OtherWise - ®
andp(d) - (9)
n;~N[0,1] - (10)
Here, Wi(t + 1) indicatg ate® position of the rabbit. The ﬁ(t) indicates the location of the it"

U; € N begin
ply random process for selecting food source

notion list ELy, = {Textui,SpeechUi, VisualUl.}

mpute Fitness value for ELy,

' Bsotution = ELUi [0]




chjeNandi#j
‘Ui []] > Bsolution) then

on = ELUi[]']

(Bsolution)
C. Process of Exploitation

In the process of random hiding, rabbits usually select burrows in and around their nests and a
select one to hide to reduce the probability of being predated. The procedure for arbj ‘l

burrows by the rabbits is given as follows. The i*" rabbit produces the j* burrow agg

Bj(®) =Y,() +H.g.Y,(t) - (1

Required Emotion+1

H= [1 Available Emotion ].le - (12

1 ifk==j, lk=1,..d ‘13)

0 OtherWise
W,(t +1) = Y.(t) +R. (r4.Bi_j

g(k) ={

(14)

. . =1,..,d - (15)
ﬁ.cr.?i(t) - (16)

) with a standard normal distribution function. The

6.(k) = {(1) if k =

B, ;(t) « Yi(t

Herei=1,---,Nandj =1,---,d, and n, are desig

4 . . . ReqEmotionY; .
value of H means the parameter offfiid hich will linearly decrease from 1 to —————"""t yjth

AvaiEmotion

stochastic perturbations. The e of tend to decrease in general, and this will maintain stable

se to the exploitation phase during the iterations.
@ 1ff (R0 < f (Wi + D))
Wie+ 1) 1f (70 > £ (W + D))

changeovers from the ex

- (17)
Where 14 newly updated position for the rabbit, E”l-,j(t) denotes an arbitrarily selected
warggn amow the'd number of burrows created for hiding the rabbit, and r, and r5 are random numbers
aken limit of 0 to 1. R is calculated by using (4)—(8). The new position for the it" rabbit is
by using (17).

quation (17) illustrates an adaptive update for artificial rabbits. The rabbit repeatedly applied the
lection process to stay in the current position or move to a new one based on the sustainable score and

the value to be adopted. Generally, the working principle of the optimisation algorithm for the exploration



phase depends on population preference in the early stages and in the middle and final stages, an
exploitation phase will participate.

The artificial Rabbit Optimisation algorithm depends on the level of emotion of rabbits, and the emotion
will decrease over time. This will initiate the transition from the phase of exploration to exploitation. The

proposed algorithm calculates additional emotion factors for rabbits' sustainability. This will measur
sustainability of a rabbit based on the current emotion level. The sustainable score for the rabbits i

measured as follows:

SFA() = 1 [ Required Emotion] 1 1
~ Freq, Available Emotion]
1 _l(ﬂ)z
Freq, = e 2\o (
oVa.m
(4

1
Here, Required Emotion and Available Emotion mean required every survival and

total available sustainability in emotion handling. The Freq, is the freqUNQ@y of rabbit exploration that

occurred, and this is calculated based on the normal distribution over [0 togh. r is an arbitrary number

from the range of [0 to 1]; the o and u are the mean an deviation for the frequency of
exploration rabbits.

<

notion fitness value ugihg egaation (1) and (2)

Process of Exploration and &

eration from 1 to MAX begin
. € Nbegin

FLiolT or e itation

© 1 £ (% < £ (W + D))

esSQglue for EL;;, according to 17}(1: +1)

st(ELy,0 < i< N)

05‘%

olution)

: Proposed Reinforcement Learning Algorithm
This section discusses the proposed reinforcement algorithm for the personalised emotion prediction and

recommendation method. The initial stage is constructed with predicted user emotions from the individual



users, and the emotion recommendations will be prepared based on the artificial rabbit optimisation
technique. The following algorithm 1 explains the working principle of the proposed reinforcement

learning algorithm.

Proposed Reinforcement Learning Algorithm

ch Ey,, 1 < i < N begin
ied list of emotion instances as

Ey, = {(xi'yi'zi)Ui; 1<i< N}

ch (x;, ¥i,z)y, 1 < i < N begin

stage segmentation based on the probability

W,(t +1) = Y,(&) + R.(%,(&) = ¥(©)) + rand (0.5( n,
emotion list for a user Uy will be up as ELy, =

echy,., VisualUK}

H=[1—

T ;
Algorithm 1 for initial popu @

improved Artificial Rabbit ColC\g@&lgorithm (Algorithm 2) over predicted

Ly,
2 emotion predicii@h 1isT withglected emotion.
ted Reward gai lated as follows:

T
Ry = Z YISAF (i) - (20)
i=0

TW@ators ti®particular course. The weight factors are assigned within the

V.
This S

INT UCTIONEXPRIMENTATION, RESULTS, AND ANALYSIS

iscusses the experimental setup for the performance evaluation and result analysis. The
method uses two datasets to recognise the user's emotions using human activity, speech, and
isual expressions.

Experimental Setup

The proposed method was experimented using the Python 3.4.2 tool kit (PyTorch 1.12.1) with the basic

hardware configuration of the i7 Intel core system. The cross-entropy loss function is used to measure



the Adam optimiser model [32]. The dropout rate is set as 0.3 and 0.4 to avoid overfitting in the proposed
method. During the experimentation, the model has been trained with 50, 80, and 100 epochs each with
different batch sizes of 40, 50, and 60. The experiment is carried out in three different modes wrt dataset:
(i) only with MELD dataset, (ii) only with human activity dataset, (iii) combination of MELD and human

activity dataset. The proposed method has been experimented in three phases: training, validation,

testing. The proposed method was trained with a training dataset, and the validation dataset was used't

&

using

evaluate the trained model. The testing model has been used to predict the results from the tes
The training and evaluation phases are conducted with the above-given batch sizes for eacega

testing results are measured using confusion matrix method, and the results are eva

Accuracy, F1 score, Precision, and Recall.

B. Results and Analysis
The performance of the proposed model is evaluated using different mely weighted average
accuracy (Wy4c), weighted average F1 score (W), Weighted average preg@sion (W,p,-) and weighted

average recall (W,g.). The mathematical representations of the_etrigPare pfesented in the following

equations:
N
1
Waac = N W; - (21)
i=1
N
W 1 Z W cision;. Recall; 22
— -
AFL TN - " PrQsion;. Recall; (22)
i=
Here, Precision; and Recall; can b ed by using equation (23) and (24),
Pregisidl, = —— — (23
re i =7p v R, )
1l i 24
s ——
ecalli = 7p—Fw, = 2
N

w, 1 EN w, _Th 26
= .
ARe N L “TP, + FN; (26)
=

Xp ental evaluation for the proposed method calculates the category-wise weighted average

curacy and F1 score. Table 1 and Fig 3 present the average accuracy, F1 score, precision, and recall
alues. Table 1 shows the top 5 emotions (anger, fear, joy, neutral, and sadness) taken for the evaluation.
Tables 2 presented comparisons with state of art methods, with the testing batch sizes of 40, 50, and 60.

The testing dataset contains 40, 50, and 60 dialogue instances with the same epoch size of 100. The



proposed method has been evaluated with 2610 dialogue instances collected from the MELD dataset of
which 42 % are natural emotions and the remaining 58% are the other six emotions.
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Figure 4: Performance Evaluation for the proposed method with 25 epochs for batch size of 16
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Figure 5: Performance Evaluation for the proposed rg#th ith ¥ epochs for batch size of 32

Evaluation Metric atch size of 64

%51 -o Accuracy
Fl-score
Max F1-score
g4 4 Precision
v Recal

854

Metric Score

\| 31 d
& a\ (3 qan 2 (36! pen a b ) posEd petnd
L v C prof

Model Name

I0Ure 6: Performance Evaluation for the proposed method with 25 epochs for batch size of 64



Evaluation Metrics for 35 epochs with a batch size of 16
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Figure 7: Performance Evaluation for the proposed metho A)ochs for batch size of 16
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Evaluation Metrics for 35 epochs with a batch size of 64
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Figure 9: Performance Evaluation for the proposed methoggm lpochs for batch size of 64
C. Performance Evaluation
The performance evaluation for the proposed methad is par g the following Al recommendation

LiaN@aet al. [35], Han et al. [36], and Chen et al.

’thod for emotion recognition using cross validation

systems used for E-Learning Environment dig

[34]. Liang et al. [35] presented a semi super
model and performance evaluation is minimum Qe to cross validation. Han et al. [36] proposed a

sentiment analysis method using muljg®del fusion technique. Chen et al. [34] presented a multi model

fusion technique for sentiment agg| Qi n@reinforcement learning method and this method accuracy
rate is less compare to propos oti diction method. The evaluation of other existing emotion
classification approache ased on 25, 35, and 45 epochs with different batch sizes of 16, 32,
and 64 of dialogue insta evaluation is taken as an average of dropout rate within 0.3 to 0.4 to

method. According to evaluation results, the proposed method achieves

Discussions

hat extent can the proposed multi-modal data approach relying on text and video input
mprove the accuracy of emotion prediction compared to traditional methods?

e proposed emotion prediction system uses multi-modal information fusion approach based on text,
video, and voice achieves high prediction rate by using improved artificial rabbit optimisation bio-inspired

optimisation technique. The accuracy for the proposed method is improved based on reinforcement



learning with agent model. The proposed agent model is designed based on the rewarding mechanism by

computing Expected Reward point as given in equation (20)

Prediction Method for 25 Epochs
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Prediction Method for 45 Epochs

"parameter n Metrics
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Table 2: Performance Evaluation for

@ pd od with a Batch Size of 32 with 25
Sl#th nature-inspired reinforcement learning lead to a

f)

RQ2: Does the personalised deep learning m
more significant improvement for emotion predic
The proposed emotion prediction s employs reinforcement learning to learn the user's emotions
based on the collected multi-mo, ai@@n. Individual emotions are collected as for designing an

efficient emotion prediction sy for e personalised mode. Nature-inspired based reinforcement

learning mechanism achi | IOpresults and this can be extended for human sensitive based emotion
detection.
RQ3: What a i ions of the current deep learning based model for predicting emotion?

The curre ning models are using single emotion attribute for predicting the emotion and this
Imal accuracy

as shown promise in emotion prediction, but it definitely has some hurdles to overcome

learning models need massive amounts of labelled data to train on, which can be expensive and
ime-consuming to collect and accurate labelling can be subjective. In reality, emotions are conveyed
rough a combination of factors, including body language, tone of voice, and the situation leading to
focus on multiple input channels and deterioration in the performance. The interpretation of their results

and identify biases is also a challenging task. Finally, deep learning models can be very good at



recognising patterns in the data they are trained on, but they may not generalise well to unseen data. This

means a model that works well on staged emotional expressions might struggle with real-world scenarios.
V. CONCLUSION

This paper has proposed a novel method that predicts and suggests personalised emotions for individyal

users based on multi-modal sensory data collected from the brain, body, and environment. Our me

uses reinforcement learning to achieve optimal performance and deliver personalised emotiona

experiences. Current recommendation systems often need to be improved, offering generic sug
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