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Abstract 

Predicting human behaviour is a complex task.  Traditional methods often rely on explicit user input or 

external observation, which can be restrictive and impractical in real-world scenarios.  As an alternative, 

Brain-Computer Interfaces (BCIs) offer a more direct and specific means of accessing cognitive and 

emotional states, providing valuable insights into human intentions and decision-making processes.  This 

paper proposes a novel method that predicts and suggests personalised emotion-based activities for 

individual users based on multi-modal sensory data collected from the brain, body, and environment.  Our 

method overcomes the limitations of conventional systems by incorporating a multi-modal data collection 

set throughout the day to understand user context and intent better.  By analysing this data, we predict the 

emotions-based practice of the user's day.  We train our method using state-of-the-art, nature-inspired 

reinforcement learning algorithms and agent technology to optimise its optimisations and personalised 

personalised continuously.  The performance evaluation shows that the accuracy and F1 score for the 

proposed method achieved 95.6% and 84%, respectively, achieving 2 to 3% more accuracy than AI-based 

emotion state-of-the-art detection methods.  

Keywords: Agent technology, Brain-Computer Interfaces, Human behavior, Personalized daily activities, 

multi-modal sensory  

I. INTRODUCTION

Our social life has become increasingly integrated with Artificial Intelligence (AI) due to its ability to 

communicate and integrate naturally with humans in the most effective and trustable manner.  AI has 

gained this potential due to its intelligence in understanding and managing emotions with humans, referred 

to as emotional intelligence (EI).  Emotion is a complex reaction involving physiological, behavioural, 

and cognitive changes due to internal or external stimuli.  It accurately assesses the self-state and the 

emotional states of others to manage and regulate social communication suitable to the environment.  It 

is critically intertwined with our decisions in complex situations, demonstrating that the cognitive 

processes such as perception, memory and learning are complex to separate.  However, understanding and 

predicting human emotions are very demanding tasks that have motivated researchers to explore 
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innovative approaches beyond traditional methods and develop computational models of emotions [1, 2].  

While past efforts relied heavily on explicit user inputs or external observations, these approaches often 

need to be revised in real-world scenarios.  As a promising alternative, emerging Brain-Computer 

Interfaces (BCIs) provide more valuable insights into direct and specific means of accessing cognitive 

and emotional states.   

Artificial Emotional Intelligence (AEI) is very attractive in healthcare decision-support systems.  As AI 

plays a growing role in healthcare, the need for EI systems capable of interacting effectively with patients 

becomes paramount.  AI-powered healthcare solutions can revolutionise patient care by recognising and 

understanding human emotions, expressing empathy, and potentially even experiencing emotions 

internally. 

The Emotion recognition (ER) and Emotion classification (EC) technologies are rapidly evolving, fuelled 

by a real-time data explosion and advancements in artificial intelligence (AI).  A 2022 study by Gartner 

found that 85% of customer interactions will be managed without a human by 2030.  Understanding 

customer emotions in real-time will be critical for success in this automated future.  Meanwhile, a 2021 

study in the Journal of Personality and Social Psychology [44] revealed that emotional intelligence – the 

ability to perceive, understand, and manage emotions – is a strong predictor of job performance, with 

emotionally intelligent employees generating 33% more revenue and experiencing a 12% increase in 

productivity.  These technologies typically analyse a combination of data points streamed in real time, 

including facial expressions, speech patterns, and even written text.  Facial recognition software might 

track subtle movements in eyebrows, eyes, and the mouth to identify emotions like happiness, anger, or 

sadness at a frame rate of over 30 frames per second.  Speech analysis can detect variations in pitch, tone, 

and volume that can signal emotional states in real-time conversations.  Even written language can offer 

clues – the frequency of certain words or the use of exclamation points can indicate sentiment, with AI 

models analysing text streams as they're typed. 

Emotional classification is the process of sorting emotions into distinct categories.  There are two main 

approaches: categorising emotions as essential and distinct or placing them on a spectrum.  The influential 

theory suggests six universal basic emotions: happiness, sadness, anger, fear, surprise, and disgust.  Other 

emotions might be more complex combinations of these or arise from situations.  This study area is still 

evolving, but it has applications in fields like psychology, computer science, and marketing [38-39].  

While there's some agreement on basic emotions like happiness or anger, expressed through facial features 

and biology, classifying emotions gets complicated [4-7].  Further complicating things, cultural 

experiences can influence how emotions are perceived and expressed.  A smile might signify happiness 

in one culture but politeness in another.  This is why researchers also consider the context in which 

emotions arise.  Machines can analyse text, speech, and even facial expressions to try to identify emotions.  
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This has applications in sentiment analysis for social media, where companies can gauge customer 

satisfaction, or in developing AI that can better understand and respond to human emotions [19-25]. 

From personalised diagnoses and empathetic care to mental health support and decision support, AEI has 

immense potential to transform healthcare delivery, improving patient experiences, better clinical 

outcomes, and a more compassionate healthcare system.  This paper delves into this exciting realm by 

proposing a novel method capable of predicting emotions.  This experiment leverages the power of multi-

modal sensory data collected from the brain, body, and environment, providing a comprehensive 

understanding of individual context and intent.  Through a sophisticated deep learning model, the 

proposed method analyses this data to predict the trajectory of the emotion in a user's day.  

The following contributions are included in the proposed emotion prediction method:  

1. We have developed a non-invasive system for continuous Emotional Intelligence (EI) monitoring 

by identifying a robust multi-modal data set that will seamlessly capture data from various biomarkers 

based on emotion generated through text conversation, visual contact, and speech modulation and 

variations. 

2. We have developed an enriched deep-learning personalised model through nature-inspired 

reinforcement learning, which continuously optimises its recommendations and provides highly 

customised future casting.  

3. We have conducted experiments by training the model on relevant features using the feedback and 

suggestion impact mechanism.  The models have been tested and continuously monitored according to 

the proposed reward-penalty system, which has been optimised effectively. 

4. We provide a critical and comprehensive evaluation based on metrics, such as relevance, 

engagement, and user satisfaction, to measure the effectiveness of the proposed recommendations from 

the developed EI system.  

5. We expose the challenges and existing problems in analysing EI using cognitive agents tailored to 

an individual. 

This paper is organised as follows.  Section 1 highlights the need for this work as an introduction, while 

Section 2 discusses the related works, also underscoring the research gap.  Section 3 introduces the proposed 

prediction methodology.  Experimentations, results and analysis in comparisons with state-of-the-art 

methods are discussed in detail in Section 4, just before the conclusions of our work are briefly depicted in 

Section 5. 

II. RELATED WORK 

This research paper aims to understand the significance of the role played by AI in cognitive processes 

and its application in emotional intelligence.  This section focuses on the studies made in the existing 

works related to developing the architecture for cognitive agents and modelling of emotions in the agents.  
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This section sheds light on related computational models of emotions and their analytical evaluation 

methods. 

Several cognitive architectures have been developed in the past decades, and this illustrates a shift from 

symbolic cognitive architectures to neurally inspired architectures.  Nowadays, there is also interest in 

developing hybrid architectures.  This rapid growth has excellent potential for the development of 

intelligent systems.  The evolved architectures include diverse perspectives of disciplines, ranging from 

psychoanalysis to neuroscience.  It reflects the multifaceted nature of human cognition based on seven 

abilities: perception, attention, action selection, memory, learning, reasoning, and meta-reasoning.  [1, 2] 

In [3], the author introduces the novel CAIO architecture for improved social interaction between humans 

and robots.  It focuses on cognitive and affective aspects, leading to more engaged interactions.  It enables 

the robots to process sensory information, reason about the situation, and generate responses accordingly. 

Emma is an innovative chatbot that incorporates emotional awareness and personalised micro-

interventions to promote mental well-being.  She tailors her responses and recommendations based on 

user interactions and smartphone data inputs.  She is designed to place empathetic and supportive 

responses, which create trust and connection with the users through short activities and exercises such as 

breathing techniques and social interaction prompts.  Emma is under development as she is trained with 

limited samples.  She must be explored for different populations and settings.  It is crucial to study and 

investigate the long-term effects of her interventions [4]. 

The authors of [5] strongly criticise defining emotional intelligence as it fixes a set of abilities and 

proposes dynamic models that manage through the emotional response cycle.  This model emphasises the 

need to design and develop customised, effective regulation strategies to highlight individual needs.  

A comprehensive overview of categorising emotions and effects outlining the methods to measure and 

detect them is presented in [6].  It describes the taxonomy to categorise the theories for integrating 

emotions in human-computer interaction.  In [7], a general framework for emotion modelling in cognitive 

agents is discussed.  The model encompasses four components: emotion generation, emotion experience, 

emotion regulation, and emotional modulation.  This paper introduces the classification of evaluation 

methods used in various studies on agents with emotional intelligence. The amygdala is an emotional 

centre in human beings, and its studies are critical for cognitive and decision-making papers.  The inputs 

from the amygdala will help researchers to have a better understanding and processing of social cues, 

which will guide social interactions.  It facilitates the readers to understand emotional learning, which 

intertwines emotional stimuli with future behaviours and responses [8].  The research work carried out in 

[9] discusses the neural basis of emotions, which plays a critical role in understanding mental health status 

like anxiety and depression and emotional processing.  Insights from this research are very significant to 

refine our understanding of developing an emotional intelligence system.  In [10], the proposed framework 
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mimics human-like cognitive complexity by integrating large language models (LLMs) with autonomous 

agents.  The modular mind theory proposes certain LLMs as alternates for the cognitive modules of the 

brain.  Autonomous agents represent the human cognition modules, which are additionally strengthened 

by LLMs. 

A conversational agent is a virtual agent capable of conversing, expressing, and obtaining information 

from the environment.  It infers and acts according to the given scenario.  Emotion and cognitive process 

integration is necessary to develop such agents that can be evaluated based on believability and social 

acceptance [11].  Adaptive control of thought-rational (ACT-R) [12] is a traditional cognitive architecture 

comprising a set of rule-based information-processing modules to regulate their behaviour on a central 

system.  The emotional module of ACT-R determines the positive and negative emotions to derive 

inferences on learning and problem-solving processes.  The computational model of this architecture 

evaluates affective valence and arousal in decision-making.  It needs more coverage of many emotional 

intelligence requirements [13, 14].  ALMA [15, 16], a computational model of emotion, regulates 

nonverbal and verbal expressions.  It demonstrates enriched communication skills with humans.  This 

model presents the affective response derived from emotion, mood, and personality [17].  E-VOX [18] is 

inspired by ALMA and a Soar-based cognitive architecture.  It assists in capturing information from 

Wikipedia.  It is an effective amalgamation of SOAR and ALMA.  Integrative framework (InFra) [19] 

presents an intertwined emotional and cognitive architecture for autonomous agents.  It generates and 

identifies emotions based on environmental stimuli.  It includes personality and culture as parameters that 

influence the emotions generated in the system. 

The MAMID architecture [20] employs emotions based on personality traits and cognitive signals.  It uses 

complex cognitive elicitors, such as personal history and the convergence of expectations and goals, to 

perform a discrete stimulus assessment (for four basic emotions).  The Fuzzy logic adaptive model of 

emotions (FLAME) [21] is based on appraisal theory and Rossmann’s theory.  It uses fuzzy logic as a 

behaviour selection strategy.  This model observes the event that occurs and generates a corresponding 

emotional value based on the model's history.  The appropriate emotion is selected according to the mood 

of the scenario, which is then used by the decision-making system.  The Ethical Emotion Generation 

System (EEGS) [22] is a four-stage computational model of emotions.  These are emotion elicitation, 

cognitive appraisal, affects generation, and effect regulation.  The model is evaluated and assessed based 

on the positive and negative emotional values, personalities and cognitive mental states such as goals and 

attitudes.  In [23], the authors propose a model that designs robot personalities reflecting natural and 

human-like interactions with it.  It has been achieved by integrating social psychology and fuzzy logic.  It 

defines six categories of emotional dimensions with twelve emotions.  These emotional impacts created 

by external stimuli are studied based on the effect created and shown in the robot's responses.  
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The authors of [24] present a detailed illustration of adopting cognitive-affective architectures as affective 

user models in behavioural health technologies.  It is based on internal processing and reflections upon 

user state changes.  It stresses using such models to support mental health and well-being through 

technologies.  The scope of integrating dynamic representations of emotions, semantic maps, and moral 

schemas of the human brain's structure with AI to understand emotional intelligence, enhance social 

interactions, improve decision-making, and foster transparency is presented in [25].  

This section addresses one of the fundamental challenges in designing and developing cognitive agents 

with emotional intelligence.  These agents are evaluated based on computational models of emotion, as 

discussed in the previous section.  The evaluations are carried out in predefined scenarios and are 

subjective.  It is accepted that if the agent performs well in such conditions for the stimuli, then the 

computational model satisfies the metrics.  The paper evaluates the agent's response based on the text 

conversation.  The agent is trained for a case study where the cancer diagnosis is announced.  The same 

scenario is mimicked with a scenario involving a human being, and the emotional reaction of the agent is 

studied.  

EBDI uses the Tileworld system to simulate a multiagent environment and evaluates them by tuning 

different parameters and determining the fitness of the agent architecture.  The collection of agents 

represents different emotions, and their impact on decision-making is studied.  Bourgeois et al. 

experimented with and evaluated the GAMA  based multiple agents environment for crucial situations 

and resultant emotions.  In  the framework identifies and interprets emotional cues from facial expression, 

tone of voice and body language and assigns them a meaning.  Accordingly, appropriate emotional 

consequence is observed in an interview scenario and assessed for integration with other cognitive 

functions.  The computational models developed to simulate the human emotions in artificial agents are 

evaluated based on believability and social acceptance.  Social acceptance assesses the resultant emotion 

from the cognitive agent based on the degree of matching the expectations that humans perform in the 

same scenario as the social setup.  Social acceptance supports the believability criteria as it is always 

unacceptable in a real-time social environment. 

The authors of propose a novel approach to training AI through collaborative learning games.  This 

algorithm would leverage deep reinforcement learning, where the AI learns by playing the game and 

receiving rewards for successful actions.  Uniquely, it incorporates natural language processing, allowing 

the human player to guide the AI through natural language instructions.  The paper likely explores the 

design of this algorithm, its effectiveness in training the AI, and the potential benefits of human-machine 

collaboration in learning environments. 

The research paper highlights an EEG-based emotion recognition technique, which analyses scalp 

electroencephalogram (EEG) recordings to categorise a person's emotional state.  This has applications in 
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healthcare and human-computer interaction.  The paper highlights the role of brain region interactions in 

emotion processing.  To capture these interactions, the researchers propose a novel method using a graph 

convolutional network (GCN).  This approach treats EEG channels as nodes in a graph, with connections 

between them representing the relationships between brain regions.  By processing the EEG data through 

this GCN, the model can learn the complex interplay between brain regions that underlie different 

emotions. 

The research by authors of  suggests our brains process rewards and emotional surprises differently.  

Traditionally, reinforcement learning places emphasis on reward prediction errors (PEs) to shape 

behaviour.  This study introduces the concept of affective PEs, which gauges the difference between 

anticipated emotions and what actually occurs.  The researchers used electroencephalography (EEG) to 

measure brain activity during social learning tasks.  Their findings revealed distinct neural signatures for 

both reward PEs and affective PEs.  This implies separate neural mechanisms underlie how we learn from 

rewards and emotional surprises, suggesting emotions play a crucial role in shaping our behaviour, even 

beyond the pull of external rewards. 

This research work in delves into using reinforcement learning to optimise interventions and personalise 

feedback in real time using data from wearable sensors.  Wearable sensors provide a constant stream of 

information about a user's state, which the reinforcement learning model can analyse.  The model then 

determines the most effective intervention or personalised feedback to deliver based on the user's situation 

and goals.  This approach holds promise for enhancing various applications, such as healthcare and fitness, 

by providing tailored support and improving user outcomes. 

The fascinating research in the paper investigates a method to improve the accuracy of recognising 

emotions from facial expressions.  This approach utilises ensemble learning, which combines multiple 

classifiers (algorithms that categorise data) instead of relying on a single one.  The paper likely explores 

how the ensemble is created, what kind of individual classifiers are used, and how they analyse facial 

features.  By combining the strengths of various classifiers, the ensemble method aims to achieve better 

accuracy in recognising emotions like happiness, sadness, or anger from human faces compared to 

traditional single-classifier approaches 

The challenges addressed in these works are integrating cognitive architectures with real-world sensors 

and actuators and developing more effective learning algorithms.  They also highlight the gaps between 

theoretical models and human-level intelligence.  In this paper, we highlight the gaps in developing 

systems that are more engaging, easier to use, and more easily learned in the human-computer interaction 

(HCI) domain. Auth
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III. PROPOSED PREDICTION METHODOLOGY 

The proposed system overcomes the limitations of current recommendation systems, which often rely on 

generic suggestions that fail to capture the nuances of individual emotions.  By incorporating a 

combination of human activity, biopotential sensors, and environmental data, the system gains a deeper 

understanding of the user's emotional state, physical activity levels, and surrounding context.  

Reinforcement learning further elevates this EI system through state-of-the-art algorithms and agent 

technology [4-7].  The system learns to associate specific emotional patterns in the data based on stimuli 

and enhances the emotions with increased accuracy.  It represents a significant leap forward in the HCI 

field, promising to revolutionise how we interact with technology.  By gaining deeper insights into the 

intricate relationship between brain activity, physical state, and human behaviour, this paper paves the 

way for developing more intuitive and responsive interfaces.  These interfaces will adapt to each user's 

needs and preferences, leading to a more natural and seamless interaction with technology, as illustrated 

by the high-level architecture of Fig 1.  The proposed emotion prediction system employs reinforcement 

learning to learn the user's emotions based on multi-layered sensor information, namely human activity, 

speech, and visual information.  The proposed emotion detection and prediction system is shown in Fig 

2. This section discusses the agent design for the proposed motion prediction method.  The agent has been 

designed using artificial rabbit optimisation algorithms to identify possible personalised emotions.  

A. Improved Artificial Rabbit Optimisation Algorithm 

The Artificial Rabbit Optimization (ARO) algorithm is designed based on the two laws of survival by the 

rabbit from the everyday world: the process of detour foraging and the process of random hiding.  The 

process of detour foraging is the strategy of exploration to take food from near to the current place of stay.  

Random hiding is the strategy of making a move taken by a rabbit to other burrows, primarily for hiding 

further, and this strategy is known as the exploitation process.   
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Figure 1: Proposed Architecture for Emotion Prediction 

 

Figure 2: Proposed Emotion Detection and Predication Method 

 

The starting point of any optimum target search algorithm depends on initialisation.  In the ARO 

algorithm, the following parameters are mandatory, considering the design variable size with the 
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dimension of 𝑑 : 𝑁  is the number of the artificial rabbit colony, and the lower and upper limits are 

mentioned as 𝑈𝐿 and 𝐿𝐿.  The process of initialisation is performed as follows: 

𝑌⃗ 𝑖,𝑘 = 𝑟. (𝑈𝐿𝑘 − 𝐿𝐿𝑘) + 𝐿𝐿𝑘 → (1) 

Here, 𝑌⃗ 𝑖,𝑘  is the position indicating the 𝑖𝑡ℎ rabbit in the  𝑘𝑡ℎ  dimension, and the value  𝑟  is selected 

randomly.  

B. Process of Exploration 

The metaheuristic algorithms are designed based on the concept of two main activities: the process of 

exploration and the process of exploitation.  In the ARO algorithm, the process of detour foraging is 

considered a process of exploration.  Detour foraging is the affinity of each rabbit to stimulate in and 

around the discovered food sources and randomly discover another rabbit location selected from the group 

to collect sufficient food.  The equations used in the process of detour foraging are given as: 

𝑊⃗⃗⃗ 
𝑖(𝑡 + 1) = 𝑌⃗ 𝑗(𝑡) + 𝑅. (𝑌⃗ 𝑖(𝑡) − 𝑌⃗ 𝑗(𝑡)) + 𝑟𝑎𝑛𝑑(0.5(0.05 + 𝑟1)). 𝑛1    →  (2)   

 𝑅 = 𝐿. 𝐶  → (3) 

 𝐿 = 𝑙𝑖 − 𝑙𝑗    → (4) 

 𝐷 = [1 +
𝑅𝑒𝑞𝐸𝑚𝑜𝑡𝑖𝑜𝑛𝑌𝑖

𝐴𝑣𝑎𝑖𝐸𝑚𝑜𝑡𝑖𝑜𝑛
]   →  (5) 

 𝑙𝑖 = (𝑒 − 𝑒𝐷𝑖
2
) . 𝑠𝑖𝑛(2𝜋𝑟1)   →  (6) 

 𝑙𝑖 = (𝑒 − 𝑒𝐷𝑗
2

) . 𝑠𝑖𝑛(2𝜋𝑟1)   → (7) 

 𝐶(𝑘) = {
1 𝑖𝑓 𝑘 = 𝐺(𝑙), 𝑙𝑘 = 1,…𝑑  𝑎𝑛𝑑 𝑙 = 1,… [𝑟3. 𝑑]

0 𝑂𝑡ℎ𝑒𝑟𝑊𝑖𝑠𝑒
   → (8) 

 𝐺 = 𝑟𝑎𝑛𝑑𝑝(𝑑)   →   (9) 

 𝑛1~𝑁[0,1]    →  (10) 

Here, 𝑊⃗⃗⃗ 
𝑖(𝑡 + 1) indicates the updated position of the rabbit.  The 𝑌⃗ 𝑖(𝑡) indicates the location of the 𝑖𝑡ℎ 

rabbit, and 𝑡ℎ𝑒 𝑌⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑗(𝑡) represents artificial rabbits from a random position. 

 

Algorithm 1: Initial Stage of IAROA 

1:  Initialised populations 

2: For each 𝑈𝑖 ∈ 𝑁 begin 

3:       Apply random process for selecting food source 

4:       Emotion list 𝐸𝐿𝑈𝑖
= {𝑇𝑒𝑥𝑡𝑈𝑖

, 𝑆𝑝𝑒𝑒𝑐ℎ𝑈𝑖
, 𝑉𝑖𝑠𝑢𝑎𝑙𝑈𝑖

} 

5:       Compute Fitness value for 𝐸𝐿𝑈𝑖
 

6: End 

7: Assign 𝐵𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝐸𝐿𝑈𝑖
[0] 
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8: For each 𝑗 ∈ 𝑁 𝑎𝑛𝑑 𝑖 ≠ 𝑗  

9: 𝐼𝑓 (𝐸𝐿𝑈𝑖
[𝑗] > 𝐵𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛) 𝑡ℎ𝑒𝑛 

10: 𝐵𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝐸𝐿𝑈𝑖
[𝑗] 

11: End 

12: Return (𝐵𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛) 

C. Process of Exploitation 

In the process of random hiding, rabbits usually select burrows in and around their nests and arbitrarily 

select one to hide to reduce the probability of being predated.  The procedure for arbitrarily creating 

burrows by the rabbits is given as follows.  The 𝑖𝑡ℎ rabbit produces the 𝑗𝑡ℎ burrow as in (11): 

 

 𝐵⃗ 𝑖,𝑗(𝑡) = 𝑌⃗ 𝑖(𝑡) + 𝐻. 𝑔. 𝑌⃗ 𝑖(𝑡)    →  (11) 

 𝐻 = [1 −
𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐸𝑚𝑜𝑡𝑖𝑜𝑛+1

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝐸𝑚𝑜𝑡𝑖𝑜𝑛
] . 𝑛2    →   (12) 

 𝑔(𝑘) = {
1 𝑖𝑓 𝑘 == 𝑗,    𝑙𝑘 = 1, … , 𝑑
0 𝑂𝑡ℎ𝑒𝑟𝑊𝑖𝑠𝑒

      →    (13) 

 𝑊⃗⃗⃗ 
𝑖(𝑡 + 1) = 𝑌⃗ 𝑖(𝑡) + 𝑅. (𝑟4. 𝐵𝑖,𝑗(𝑡) − 𝑌⃗ 𝑖(𝑡))    →    (14) 

 𝐺𝑟(𝑘) = {
1 𝑖𝑓 𝑘 == [𝑟5. 𝑑],    𝑙𝑘 = 1,… , 𝑑 
0 𝑂𝑡ℎ𝑒𝑟𝑊𝑖𝑠𝑒

 →   (15) 

 𝐵⃗ 𝑖,𝑗(𝑡) ← 𝑌⃗ 𝑖(𝑡) + 𝐻. 𝐺𝑟 . 𝑌⃗ 𝑖(𝑡)     →    (16) 

Here 𝑖 = 1,⋯ , 𝑁 and 𝑗 = 1,⋯ , 𝑑, and 𝑛2 are designed with a standard normal distribution function.  The 

value of 𝐻  means the parameter of hidden, which will linearly decrease from 1 to 
𝑅𝑒𝑞𝐸𝑚𝑜𝑡𝑖𝑜𝑛𝑌𝑖

𝐴𝑣𝑎𝑖𝐸𝑚𝑜𝑡𝑖𝑜𝑛
 with 

stochastic perturbations.  The value of 𝐻 will tend to decrease in general, and this will maintain stable 

changeovers from the exploration phase to the exploitation phase during the iterations. 

𝑌⃗ 𝑖(𝑡 + 1) = {
𝑌⃗ 𝑖(𝑡) 𝐼𝑓 𝑓 (𝑌⃗ 𝑖(𝑡) ≤ 𝑓 (𝑊⃗⃗⃗ 

𝑖(𝑡 + 1)))

𝑊⃗⃗⃗ 
𝑖(𝑡 + 1) 𝐼𝑓 𝑓 (𝑌⃗ 𝑖(𝑡) > 𝑓 (𝑊⃗⃗⃗ 

𝑖(𝑡 + 1)))
          → (17) 

Where 𝑊⃗⃗⃗ 
𝑖(𝑡 + 1)  is the newly updated position for the rabbit, 𝐵⃗ 𝑖,𝑗(𝑡) denotes an arbitrarily selected 

warren among the 𝑑 number of burrows created for hiding the rabbit, and 𝑟4 and 𝑟5 are random numbers 

taken from the limit of 0 to 1.  R is calculated by using (4)–(8).  The new position for the 𝑖𝑡ℎ rabbit is 

computed by using (17). 

Equation (17) illustrates an adaptive update for artificial rabbits.  The rabbit repeatedly applied the 

selection process to stay in the current position or move to a new one based on the sustainable score and 

the value to be adopted.  Generally, the working principle of the optimisation algorithm for the exploration 
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phase depends on population preference in the early stages and in the middle and final stages, an 

exploitation phase will participate.  

The artificial Rabbit Optimisation algorithm depends on the level of emotion of rabbits, and the emotion 

will decrease over time.  This will initiate the transition from the phase of exploration to exploitation.  The 

proposed algorithm calculates additional emotion factors for rabbits' sustainability.  This will measure the 

sustainability of a rabbit based on the current emotion level.  The sustainable score for the rabbits is 

measured as follows: 

𝑆𝐹𝐴(𝑡) =
1

𝐹𝑟𝑒𝑞𝑡
× [1 −

𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐸𝑚𝑜𝑡𝑖𝑜𝑛

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝐸𝑚𝑜𝑡𝑖𝑜𝑛
] . ln

1

𝑟
→ (18) 

𝐹𝑟𝑒𝑞𝑡 =
1

𝜎√2. 𝜋
𝑒−

1
2
(
𝑟−𝜇
𝜎

)
2

→ (19) 

Here, 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐸𝑚𝑜𝑡𝑖𝑜𝑛  and 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝐸𝑚𝑜𝑡𝑖𝑜𝑛  mean required success for everyday survival and 

total available sustainability in emotion handling.  The 𝐹𝑟𝑒𝑞𝑡 is the frequency of rabbit exploration that 

occurred, and this is calculated based on the normal distribution over [0 to 1].  The 𝑟 is an arbitrary number 

from the range of [0 to 1]; the  𝜎  and 𝜇  are the mean and standard deviation for the frequency of 

exploration rabbits. 

 

Algorithm 2: Process of Exploration and Exploitation 

1: For each iteration from 1 to MAX begin 

2: For each 𝑈𝑖 ∈ 𝑁begin 

3:Compute emotion fitness value using equation (1) and (2) 

4:Compute the process of exploration or exploitation 

𝑌⃗ 𝑖(𝑡 + 1) = {
𝑌⃗ 𝑖(𝑡) 𝐼𝑓 𝑓 (𝑌⃗ 𝑖(𝑡) ≤ 𝑓 (𝑊⃗⃗⃗ 

𝑖(𝑡 + 1)))

𝑊⃗⃗⃗ 
𝑖(𝑡 + 1) 𝐼𝑓 𝑓 (𝑌⃗ 𝑖(𝑡) > 𝑓 (𝑊⃗⃗⃗ 

𝑖(𝑡 + 1)))
 

5:Compute New Fitness value for 𝐸𝐿𝑈𝑖
 according to 𝑌⃗ 𝑖(𝑡 + 1)  

6: 𝐵𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝐹𝑖𝑛𝑑𝐵𝑒𝑠𝑡(𝐸𝐿𝑈𝑖
, 0 ≤ 𝑖 ≤ 𝑁) 

7:End 

8:End 

9: Return (𝐵𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛) 

 

D. Proposed Reinforcement Learning Algorithm  

This section discusses the proposed reinforcement algorithm for the personalised emotion prediction and 

recommendation method.  The initial stage is constructed with predicted user emotions from the individual 
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users, and the emotion recommendations will be prepared based on the artificial rabbit optimisation 

technique.  The following algorithm 1 explains the working principle of the proposed reinforcement 

learning algorithm.  

Algorithm 3: Proposed Reinforcement Learning Algorithm 

1. For each 𝐸𝑈𝑖
, 1 ≤ 𝑖 ≤ 𝑁 begin 

2. Identified list of emotion instances as  

𝐸𝑈𝑖
= {(𝑥𝑖, 𝑦𝑖, 𝑧𝑖)𝑈𝑖

, 1 ≤ 𝑖 ≤ 𝑁} 

3. End 

4. For each (𝑥𝑖, 𝑦𝑖 , 𝑧𝑖)𝑈𝑖
, 1 ≤ 𝑖 ≤ 𝑁 begin 

5. Initial stage segmentation based on the probability  

𝑊𝑖
⃗⃗⃗⃗ (𝑡 + 1) = 𝑌𝑗⃗⃗ (𝑡) + 𝑅. (𝑌𝑖

⃗⃗ (𝑡) − 𝑌𝑗⃗⃗ (𝑡)) + 𝑟𝑎𝑛𝑑(0.5(0.05 + 𝑟1)). 𝑛1 

6. The emotion list for a user 𝑈𝐾 will be updated as 𝐸𝐿𝑈𝐾
=

{𝑇𝑒𝑥𝑡𝑈𝐾
, 𝑆𝑝𝑒𝑒𝑐ℎ𝑈𝐾

, 𝑉𝑖𝑠𝑢𝑎𝑙𝑈𝐾
} 

7. Based on probability and fitness values, prepare a predicated list as follows 𝑈𝑖 ∈ 𝑈𝐾. 

𝐻 = [1 −
𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 + 1

𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝐸𝑚𝑜𝑡𝑖𝑜𝑛
] . 𝑛2 

8. Apply Algorithm 1 for initial population  

9. Apply improved Artificial Rabbit Colony Algorithm (Algorithm 2)  over predicted 

emotion list 𝐸𝐿𝑈𝑖
  

10. End 

11. Update emotion prediction list with selected emotion. 

12. Expected Reward point calculated as follows: 

𝐸𝑅𝑇 = ∑𝛾𝑖𝑆𝐴𝐹(𝑖) → (20)

𝑇

𝑖=0

 

Here, 𝛾𝑖weight factors the particular course.  The weight factors are assigned within the 

interval of [0, 1] 

IV. INTRODUCTIONEXPRIMENTATION, RESULTS, AND ANALYSIS  

This section discusses the experimental setup for the performance evaluation and result analysis.  The 

proposed method uses two datasets to recognise the user's emotions using human activity, speech, and 

visual expressions. 

A. Experimental Setup 

The proposed method was experimented using the Python 3.4.2 tool kit (PyTorch 1.12.1) with the basic 

hardware configuration of the i7 Intel core system.  The cross-entropy loss function is used to measure 
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the Adam optimiser model [32].  The dropout rate is set as 0.3 and 0.4 to avoid overfitting in the proposed 

method.  During the experimentation, the model has been trained with 50, 80, and 100 epochs each with 

different batch sizes of 40, 50, and 60.  The experiment is carried out in three different modes wrt dataset: 

(i) only with MELD dataset, (ii) only with human activity dataset, (iii) combination of MELD and human 

activity dataset.  The proposed method has been experimented in three phases: training, validation, and 

testing.  The proposed method was trained with a training dataset, and the validation dataset was used to 

evaluate the trained model.  The testing model has been used to predict the results from the test dataset.  

The training and evaluation phases are conducted with the above-given batch sizes for each dataset.  The 

testing results are measured using confusion matrix method, and the results are evaluated by using 

Accuracy, F1 score, Precision, and Recall. 

B. Results and Analysis 

The performance of the proposed model is evaluated using different metrics namely weighted average 

accuracy (𝑊𝐴𝐴𝐶), weighted average F1 score (𝑊𝐴𝐹1), weighted average precision (𝑊𝐴𝑃𝑟) and weighted 

average recall (𝑊𝐴𝑅𝑒).  The mathematical representations of the metrics are presented in the following 

equations:    

𝑊𝐴𝐴𝐶 =
1

𝑁
∑𝑊𝑖.

𝑇𝑃𝑖 + 𝑇𝑁𝑖

𝑇𝑃𝑖 + 𝑇𝑁𝑖 + 𝐹𝑃𝑖 + 𝐹𝑁𝑖

𝑁

𝑖=1

→ (21) 

𝑊𝐴𝐹1 =
1

𝑁
∑𝑊𝑖.

2. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖. 𝑅𝑒𝑐𝑎𝑙𝑙𝑖
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖. 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑁

𝑖=1

→ (22) 

Here, 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 and 𝑅𝑒𝑐𝑎𝑙𝑙𝑖 can be calculated by using equation (23) and (24), 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖
→ (23) 

𝑅𝑒𝑐𝑎𝑙𝑙𝑖 =
𝑇𝑃𝑖  

𝑇𝑃𝑖 + 𝐹𝑁𝑖
→ (24) 

𝑊𝐴𝑃𝑟 =
1

𝑁
∑𝑊𝑖 .

𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖

𝑁

𝑖=1

→ (25) 

𝑊𝐴𝑅𝑒 =
1

𝑁
∑𝑊𝑖.

𝑇𝑃𝑖 

𝑇𝑃𝑖 + 𝐹𝑁𝑖

𝑁

𝑖=1

→ (26) 

The experimental evaluation for the proposed method calculates the category-wise weighted average 

accuracy and F1 score.  Table 1 and Fig 3 present the average accuracy, F1 score, precision, and recall 

values.  Table 1 shows the top 5 emotions (anger, fear, joy, neutral, and sadness) taken for the evaluation.  

Tables 2 presented comparisons with state of art methods, with the testing batch sizes of 40, 50, and 60.  

The testing dataset contains 40, 50, and 60 dialogue instances with the same epoch size of 100.  The 
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proposed method has been evaluated with 2610 dialogue instances collected from the MELD dataset of 

which 42 % are natural emotions and the remaining 58% are the other six emotions. 

Evaluation metrics 
Categories 

Anger Fear Joy Neutral Sadness 

𝑊𝐴𝐴𝐶 74.3 81.2 79.2 84.3 72.7 

𝑊𝐴𝐹1 77.5 79.4 82.4 81.5 83.2 

𝑊𝐴𝑃𝑟 72.5 76.3 78.4 83.1 78.4 

𝑊𝐴𝑅𝑒 75.7 84.2 79.7 77.2 81.4 

Table 1: Category-wise Performance Evaluation for the Proposed Method 

 

Figure 3: Evaluation Results for the proposed method with different categories 
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Figure 4: Performance Evaluation for the proposed method with 25 epochs for batch size of 16 

 

Figure 5: Performance Evaluation for the proposed method with 25 epochs for batch size of 32 

 

Figure 6: Performance Evaluation for the proposed method with 25 epochs for batch size of 64 Auth
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Figure 7: Performance Evaluation for the proposed method with 35 epochs for batch size of 16 

 

Figure 8: Performance Evaluation for the proposed method with 35 epochs for batch size of 32 
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Figure 9: Performance Evaluation for the proposed method with 35 epochs for batch size of 64 

C. Performance Evaluation 

The performance evaluation for the proposed method is compared with the following AI recommendation 

systems used for E-Learning Environment discussed in Liang et al. [35], Han et al. [36], and Chen et al. 

[34].  Liang et al. [35] presented a semi supervised method for emotion recognition using cross validation 

model and performance evaluation is minimum due to cross validation.  Han et al. [36] proposed a 

sentiment analysis method using multi model fusion technique.  Chen et al. [34] presented a multi model 

fusion technique for sentiment analysis using reinforcement learning method and this method accuracy 

rate is less compare to proposed emotion prediction method.  The evaluation of other existing emotion 

classification approaches is measured based on 25, 35, and 45 epochs with different batch sizes of 16, 32, 

and 64 of dialogue instances.  This evaluation is taken as an average of dropout rate within 0.3 to 0.4 to 

avoid overfitting in the proposed method.  According to evaluation results, the proposed method achieves 

a maximum of 93% accuracy with the weighted average method and an F1 score of 83%.  Other emotion 

classification methods achieve less than 12% of accuracy and 14% of F1 score.  The average accuracy for 

the proposed method is high by combining different batch sizes 

D. Discussions  

RQ1: To what extent can the proposed multi-modal data approach relying on text and video input 

improve the accuracy of emotion prediction compared to traditional methods? 

The proposed emotion prediction system uses multi-modal information fusion approach based on text, 

video, and voice achieves high prediction rate by using improved artificial rabbit optimisation bio-inspired 

optimisation technique.  The accuracy for the proposed method is improved based on reinforcement 
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learning with agent model.  The proposed agent model is designed based on the rewarding mechanism by 

computing Expected Reward point as given in equation (20) 

 

Hyper-parameter Evaluation Metrics 

Prediction Method for 25 Epochs 

Liang et al. [35] Han et al. [36] Chen et al. [34] Proposed Method 

16 Batch Size 

Accuracy 77.2 68.7 74.2 92.2 

F1 Score 71.3 65.7 70.6 89.1 

Precision 71.4 68.2 75.9 87.5 

Recall 74.6 65.2 69.6 91.6 

32 Batch Size 

Accuracy 78.5 72.3 76.4 93.5 

F1 Score 74.2 68.5 73.4 88.2 

Precision 75.2 71.4 78.7 87.3 

Recall 72.3 67.3 71.3 90.4 

64 Batch Size 

Accuracy 76.5 74.4 77.5 94.5 

F1 Score 75.2 70.5 72.5 89.5 

Precision 74.5 68.4 79.6 89.5 

Recall 77.2 64.4 74.5 93.5 

Hyperparameter Evaluation Metrics 

Prediction Method for 35 Epochs 

Liang et al. [35] Han et al. [36] Chen et al. [34] Proposed Method 

16 Batch Size 

Accuracy 71.3 66.5 72.5 91.3 

F1 Score 73.4 68.8 72.7 87.5 

Precision 70.4 69.3 74.7 85.2 

Recall 75.7 71.2 68.5 89.4 

32 Batch Size 

Accuracy 77.4 71.4 74.3 93.6 

F1 Score 75.3 69.8 75.1 88.4 

Precision 76.3 73.2 73.5 89.4 

Recall 75.9 72.4 75.1 91.3 

64 Batch Size 

Accuracy 75.6 72.3 78.4 95.4 

F1 Score 74.3 71.5 74.6 89.4 

Precision 72.5 67.4 79.6 90.4 

Recall 78.2 65.4 77.5 92.4 
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Hyperparameter Evaluation Metrics 

Prediction Method for 45 Epochs 

Liang et al. [35] Han et al. [36] Chen et al. [34] Proposed Method 

16 Batch Size 

Accuracy 72.4 71.4 73.4 93.4 

F1 Score 73.5 69.7 69.5 90.5 

Precision 71.4 68.5 72.9 91.8 

Recall 73.6 72.3 71.6 94.5 

32 Batch Size 

Accuracy 74.6 71.5 72.7 95.4 

F1 Score 72.5 69.5 74.4 92.4 

Precision 73.3 72.5 76.5 92.4 

Recall 71.3 69.5 74.3 93.5 

64 Batch Size 

Accuracy 78.5 72.5 78.6 96.3 

F1 Score 76.3 71.6 74.5 93.6 

Precision 74.6 69.5 73.6 93.4 

Recall 79.4 70.4 71.9 95.8 

 

Table 2: Performance Evaluation for the Proposed Method with a Batch Size of 32 with 25 

RQ2: Does the personalised deep learning model with nature-inspired reinforcement learning lead to a 

more significant improvement for emotion prediction? 

The proposed emotion prediction system employs reinforcement learning to learn the user's emotions 

based on the collected multi-modal information.  Individual emotions are collected as for designing an 

efficient emotion prediction system for more personalised mode.  Nature-inspired based reinforcement 

learning mechanism achieves excellent results and this can be extended for human sensitive based emotion 

detection.    

RQ3: What are the limitations of the current deep learning based model for predicting emotion? 

The current deep learning models are using single emotion attribute for predicting the emotion and this 

will not provide an optimal accuracy 

Deep learning has shown promise in emotion prediction, but it definitely has some hurdles to overcome 

such as data dependence, multi-channel of data input, black-box in nature and limited generality. 

The deep learning models need massive amounts of labelled data to train on, which can be expensive and 

time-consuming to collect and accurate labelling can be subjective.  In reality, emotions are conveyed 

through a combination of factors, including body language, tone of voice, and the situation leading to 

focus on multiple input channels and deterioration in the performance.  The interpretation of their results 

and identify biases is also a challenging task.  Finally, deep learning models can be very good at 
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recognising patterns in the data they are trained on, but they may not generalise well to unseen data.  This 

means a model that works well on staged emotional expressions might struggle with real-world scenarios. 

V. CONCLUSION  

This paper has proposed a novel method that predicts and suggests personalised emotions for individual 

users based on multi-modal sensory data collected from the brain, body, and environment.  Our method 

uses reinforcement learning to achieve optimal performance and deliver personalised emotional 

experiences.  Current recommendation systems often need to be improved, offering generic suggestions 

that fail to capture the nuances of individual preferences.  This paper aims to overcome these limitations 

by incorporating a multi-modal data collection set throughout the day to better understand user context 

and intent.  By analysing this data, the proposed method is able to predict the practice of the user's daily 

emotions.  The proposed method has been trained using state-of-the-art, nature-inspired reinforcement 

learning algorithms and agent technology to continuously optimise its emotional recommendations.  The 

agent has learnt to associate specific patterns in the data with specific actions, ultimately developing the 

ability to predict emotions with increasing accuracy.  Relevant metrics have assessed the system's 

effectiveness and ensured it delivers tangible user benefits.  The performance evaluation showed that the 

proposed method achieves 95.6% accuracy and 84% for F1 score.  When compared to the existing AI-

based emotion detection methods, the proposed method is 2 to 3% more accurate. 
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