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Abstract  

This research focuses on the effect of the genetic algorithm in the improvement of machine learning models for NID by 

using the CICIDS2022 data set. The routing research problem that has been primarily focused is related to the increase in 

classification accuracy and the optimization of the cyber security systems using intelligent methods of feature selection 

along with the tuning of the classification models. We ran Random Forest (RF) and Support Vector Machine (SVM) to 

assess a better predictive accuracy, precision, recall, and running time on each case. The data set with a total of 15031 

instances was used and divided into training and test set with a ratio of 80:20 and the results have been analyzed with 

standard metrics along with confusion matrix analysis. The results depict that with the application of GA in RF and SVM 

both the outcomes were `RF with GA scored a higher accuracy of 99.30% when compared to standard RF with 99.27% 

and without GA in SVM 98.97% while with GA, it increased to 99.00%. Analysis of the confusion matrix showed less 

disparity in the GA variants of the methods. However, the time taken for the processing was high especially for SVM + 

GA. The results can be generalized as observing that with GA, accuracy is slightly higher than then obtained with P0 but 

the computational cost is considerably high. It is deduced that GA with RF is the most efficient optimization model in 

terms of both performance and efficiency. 

Keywords - Intrusion Detection, Genetic Algorithm, Random Forest, Support Vector Machine, CICIDS2022.   

 

 

I. INTRODUCTION 

 

 Growing technological advancement in ICT has impacted the popularity and use of information communication 

technology in people’s lifestyles, business and Governments [1,2]. On the flip side, alongside receiving a broad list of 

advantages associated with digital and data contacts, this process has resulted in a higher risk of cyber threats. The world 

is now witnessing an increase in the number of cyber-attacks that are also increasingly becoming more sophisticated in 

nature [3,4]. Hackers, which may be a single person, a cell of several people, or even a cyberterrorist group, take 

advantage of identified weaknesses in the system in order to breach, or further or damage the organization’s critical IT 

systems. Such attacks are detrimental in that they endanger both personal and organizational data,(blocking/interfering 

services and threatening national and organizational security) [5,6]. 

Among all the types of threats connected to the use of information technology, port scanning and network intrusion 

signify as part of a more elaborate attack [7]. It is therefore important to be able to inform on such behavior before it 

degrades to the next level for the protection of digital infrastructure. This has led to the need for establishing elaborate 
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cybersecurity systems that comprise an IDS. Conventional generation IDS, it is normally based on rules, cannot be 

promptly modified to the new forms of attacks from hackers [8,9]. Therefore, most current IDS are based on ML and AI 

that are capable of learning from the past experience of the machine and are capable of viz. real-time analysis [10, 11]. 

Thus, the use of the machine learning algorithm such as Support Vector Machines (SVM), Artificial Neuron Network 

(ANN), Convolutional Neural Network (CNN), and Random Forest (RF) is considered one of the effective ways for 

network intrusion detection [12, 13]. These are algorithms for analyzing large amounts of traffic data in a network as 

well as the finer characteristics in relation to the type of attacks. Nevertheless, an increasing attention has been given to 

the HMoC and other optimization techniques like GA to further improve the performance of such classifiers [14, 15]. 

The GA can help to adjust an important set of features or some parameters to improve the performance of the chosen ML 

models and explore the most significant characteristics of cyber attacks [16,17]. 

This work seeks to evaluate various ML algorithms including SVM, RF, ANN, and CNN in this realm of study especially 

using the CICIDS2022 dataset which has become a standard in researching the field of Cybersecurity. The attack type 

shown in the dataset and traffic intensity ensures that it can be used in testing real-world ML models to a large extent. 

From the results of comparing the performance of the analyzed basic and GA-optimized algorithms, this work focuses on 

the issues of compromise between accuracy and time in sound classification. 

The work is divided into data pre-processing and preparation, applying models and evaluations with confusion matrices 

and classification parameters, and accuracy and time results with graphs. This approach not only highlights the aspect of 

how different algorithms compare with each other, but also, at the same time, show the added advantages and constraints 

of using Genetic Algorithms for the purpose of optimization [18, 19]. For the first, there is a suggestion of improved 

accuracy in classifications with relatively lower FPs, thereby showing that the current approach can be useful in 

particular implementations depending on hardware limitations and accuracy/reliability estimations needed for the given 

application. 

Thus, this paper aligns with the current literature focusing on the application of intelligent systems in cybersecurity and 

outlines recommendations on how to implement new alterations to the IDS employing the methods of machine learning 

and evolutionary computing [20, 21]. 

 

II.  LITERATURE REVIEW 

 

 Present IDS have been widely designed with machine learning (ML) and deep learning (DL) layers, providing intelligent 

hunting of threats and real-time analytics. Some of the past studies have examined the ability of ML in classification of 

network traffic and the nature of abnormalities. For instance, Ali et al. 2022 [3] in their study, proposed the use of 

different machine learning model to identify different intrusion patterns and also confirmed that ;the best performing 

algorithms are the Random Forest and Support Vector Machine (SVM) in experimentations. Likewise, Biswas (2018) [8]  

noted that the effectiveness of some popular sentinel algorithms and their weaknesses must be incorporated into a new 

algorithm to produce even better results with lower false-positive rates. 

In attempt to improve accused IDS performance, several optimization methodologies have been considered, and among 

them. In particular, Alam et al. (2020) [22] and Faizatulhaida and Razak (2024)  [13] provided an overall explanation of 

how GAs work and emphasized that the major applications of GAs are related to parameter optimization and control, 

which are particularly helpful to improve the performance of the ML in detecting various objects in complex 

environments. These works are basic for explaining the need to incorporate GAs with the ML models in the frame of 

IDS. 

Deep learning has also been lauded for the feature extraction that is done automatically as well as the use of hierarchical 

learning. For instance, Ferrag et al. (2020) [14] did comparative research and reported that deep learning approach and 

LSTM & CNN methods surpass conventional methods in identifying cyber threats. However, Bedi et al. (2021) [6] 

proposed the I-SiamIDS model on purpose to fully address the number imbalance problem that frequently occurs in 

intrusion datasets and featured enhanced Siamese networks for enhancing detection accuracy. 

There are several reasons why CICIDS2022 dataset is considered providing one of the most extended intrusion datasets 

to use in research. Panigrahi and Borah in 2018 published a discussion with detailed descriptors about this dataset stating 

that it is suitable for realistic evaluation. For this reason, its diverse and rich traffic makes it possible to use it to train and 

test IDS frameworks. 
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Due to the constraints in computation and to enhance the interaction characteristics, there has been emergence of new 

paradigm known as hybrid models. Gao et al. (2018) [1] presented a scheme based on DBN -enhanced detection 

accuracy significant than the previous techniques. Likewise, Hua utilized multiple classifiers and optimization methods 

to create an advanced ML-based system in 2024 to further improve its result in conditions that constantly transform. 

Nevertheless, there are issues like explaining the model, dealing with scaling, and how the model adapts remain as 

bottlenecks. Liu and Lang identified various ML, DL techniques in IDS and highlighted that, the lacking technique in 

effective pervasive feature construction for actual implementation. 

Thus, it adds to the current literature by presenting a new intrusion detection system using a hybrid of ML and GA with 

Random Forest and SVM, plus their GA optimized versions, through the use of the CICIDS2022 dataset. By comparing 

and visualizing the findings of this research, the detection accuracy is going to be improved, time required for execution 

will be minimized and certain shortcomings in the current hybrid detection systems will be met. 

III.  RESEARCH GAP, CONCEPTUAL FRAMEWORK AND HYPOTHESIS 

 

Previous research and developments of machine learning in IDS, it has been realized that the use of Genetic Algorithms 

have not been analyzed in terms of the trade-off that exists between accuracy of IDS and computational complexity. 

Although, there are several studies that prove that the classifiers such as SVM and Random Forest are effective in the 

field of intrusion detection but there is limited study that compares the results with and without using GA on standard 

databases like CICIDS2022 [23,24]. In addition, there is little research work that depicts the optimization effects on the 

classification evaluation and execution time and in one paradigmatic approach. 

Based on this idea, this work develops a method combining the standard trend of machine learning and evolutional 

optimization in cybersecurity techniques [25, 26]. However, its essence involves the application of GA for purposes of 

feature selection and SVM and parameter tuning for the Random Forest classifier. These stages are the data acquisition 

and cleaning, model training with and without GA, as well as the evaluation that is done based on two assessment factors 

that are the accuracy, precision, recall and the time taken in executing the program. These results are used by the 

framework to demonstrate how optimization affects the detection performance as well as the computational cost in 

intrusion detection problems. 

H1: Genetic Algorithm optimization improves the classification accuracy of machine learning models in network 

intrusion detection. 

H2: The integration of GA significantly increases execution time compared to non-optimized models. 

H3: Random Forest with GA achieves a better balance of accuracy and execution time than SVM with GA. 

H4: GA-enhanced models reduce misclassification rates as shown through confusion matrix analysis. 

 

IV.  METHODOLOGY 

 

The first set of data used in this study was the CICIDS2022 dataset obtained from the Canadian Institute for 

Cybersecurity. This dataset was selected based on its number of attack types and various attack types and its resemblance 

to real traffic patterns. It reflects the current behaviors of the network and common cyber threats such as port scans, DoS, 

brute force, and etc; thus suitable for training and evaluating ML-based IDS models. 

First of all, the dataset was preprocessed before applying machine learning algorithms on it. This step involved the 

removal of any missing or unnecessary feature which was followed by normalization of numerical features and then 

converting the target variable into suitable numerical form through a label encoding. This was important in making the 

dataset uniform for purpose of feeding into the algorithms because many machine learning algorithms are sensitive to the 

scales and formats of the inputs. 

After the data pre-processing the data set includes 15031 entries and then divided the data into training and testing data 

set. Hence, there were 12024 entries employed in training and the other 3007 entries were used in testing. This 

stratification conducted to create the two sets had equal proportions that included both attack and normal instances 

important for model training and evaluation. 

Auth
ors

 Pre-
Proo

f



 

 

 
 

Four models of machine learning algorithms were applied namely SVM, ANN, RF and CNN. These works were selected 

as they have been found to perform well in classification problems especially in the area of network security and 

anomaly detection. SVM has an ability to generalize well especially in the binary classification, while ANN and CNN 

makes it easier to learn features. Thus, Random Forest is selected for its built-in feature of ensemble learning, for 

addressing structured data, as well as for its higher accuracy. 

In order to improve the accuracy, Genetic Algorithm (GA) was implemented with both the SVM as well as Random 

Forest in subsidiarity to contribute to the feature selection and hyperparameter optimization. To support this strategy for 

using GA, it was suggested that the technique was capable of finding near optimal solution configurations that may be 

very hard to arrive at by trial and error or brace grid search methods. However, GA can also be time consuming and yet 

can assist to get the best of the model that can be achieved. 

Test Metrics that were used in the evaluation of the implemented models include Accuracy, Precision, Recall, F1-score 

and Confusion matrix. These metrics give an overview of each model’s capability to classify between the actual and the 

sham packets, and to detect intrusions particularly in sets that have many more benign than intrusive instances. 

Modeling, training, and all evaluations were done in developing machine, ANN, and CNN models with the help of scikit-

learn package for theiever version 1.3 and TensorFlow/Keras version 2.12. Therefore, both NumPy and Pandas were 

used in data manipulation and data preprocessing, respectively. Such integration of these libraries allowed for optimized 

and scalable approach to the development of comparative experiments and the results’ verification. 

 

V.  RESULTS AND ANALYSIS 

 

Based on the aforementioned analysis of classification models on CICIDS2022 dataset, the evaluation parameters to 

determine the performance of models include precision, recall, F1-score, and accuracy. There were two types of datasets, 

the training and testing datasets and four models that were being compared, which included the Random Forest, and the 

SVM models enhanced by Genetic Algorithm (GA). 

Accuracy of Algorithms on CICIDS2022 Dataset 

These results proved that the Random Forest model is capable of classifying between the two classes as with an overall 

accuracy of 99.27%, with an almost perfect ability to recall all the benign traffic data as well as a fairly high accuracy of 

precise positive classification on its detection of all the anomalous traffic instances. This is evidenced by the results 

found on the table one where foe class 0 (benign) had a recall of 1.00 and class 1 (attack) had precision and recall of 0.99 

respectively. 

Comparative Visualization of Model Performance 

 To illustrate the runtime performance of each of these algorithms, follow is the bar chart (Figure 1) depicting the same: 

The characteristics of performance and speed are especially well illustrated here – the more detailed and specific the 

expression, the slower it is and the other way around. 

 

Fig. 1: Execution time comparison: GA vs without GA 

The figure depicts the models’ efficiency in terms of time at the seconds level. , while the GA enhanced versions of the 

two algorithms which are RF and SVM are computationally intensive specially the latter. 
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Table 1: Accuracy and Evaluation Metrics of Random Forest 

[1] Class [2] Precision [3] Recall [4] F1-Score [5] Support 

[6] 0 [7] 0.99 [8] 1.00 [9] 0.99 [10] 1930 

[11] 1 [12] 0.99 [13] 0.99 [14] 0.99 [15] 1077 

Accuracy   99.27% 3007 

 

 Moreover, when using Genetic Algorithm optimization the Random Forest model’s performance increased slightly more 

amounts to 99.30 percent as depicted in table 2 below. Although the improvement is minor, there is better specificity 

without negatively affecting generality. 

Table 2: Accuracy and Evaluation Metrics of Random Forest with Genetic Algorithm 

Class Precision Recall F1-Score Support 

0 0.99 1.00 0.99 1930 

1 0.99 0.99 0.99 1077 

Accuracy   99.30% 3007 

 

On the other hand, the traditional SVM model gave a of accuracy of 98.97% slightly lower than the one recorded by the 

Random Forest model above. The recall for attack class slightly reduced to 0.98 signifying that there were few more 

missed detections. This is well illustrated in other metrics, which are still good, thereby validating SVM’s basic 

capability of detecting intrusions as indicated in Table 3 below. 

From the model accuracies in the Figure 2, little but significant gains are observed from using Genetic Algorithms; most 

significantly for the Random Forest. Among these, the GA-RF model slightly outperformed the rest at 99.30 %; GA-

SVM second at 99.00%. 

 

 Fig. 2: Accuracy comparison of Algorithms with and without Genetic Algorithm 

The figure presents the accuracy bar for both the baseline model and GA optimization stresses that GA optimization 

barely boosts up the predictive accuracy. 

Table 3: Accuracy and Evaluation Metrics of SVM 

Class Precision Recall F1-Score Support 

0 0.99 1.00 0.99 1930 
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1 0.99 0.98 0.99 1077 

Accuracy   98.97% 3007 

 

After optimization the GA-enhanced SVM had a slight improvement to 99.00 % as shown in Table 4 thus increasing the 

rate of detection by a small percentage without much increase in complexity. 

 

Table 4: Accuracy and Evaluation Metrics of SVM with Genetic Algorithm 

I. Class II. Precision III. Recall IV. F1-Score V. Support 

VI. 0 VII. 0.99 VIII. 1.00 IX. 0.99 X. 1930 

XI. 1 XII. 0.99 XIII. 0.98 XIV. 0.99 XV. 1077 

Accuracy   99.00% 3007 

 

Additionally, in Figure 3, precision, recall and F1 scores are presented all together for all models. All of the models have 

values close to 1 which signifies accurate and reliable differentiation and classification of digits. The uniformity gives a 

clear indication that even more so at the basic level, the models are rather too suitable for use without being fine-tuned. 

 

Fig. 3 displays the differences in Precision, Recall, and F1-Score of all the models that have been developed in this work. 

The figure indicates that all four models’ perfomance was quite similar in all considered aspects, thus, optimization gave 

stability but not significant improvement. 

Confusion Matrix Analysis 

This is explained by the confusion matrix of Random Forest presented in Table 5 where it can be seen that almost no 

misclassification occurred with only 6 benign instances classified as an attack while only 16 instances of the attacks were 

left unnoticed. These results are mutually complementary in maintaining the proper conduct of the model in terms of 

sensitivity as well as specificity. 

Table 5: Confusion Matrix of Random Forest 

 Predicted 0 Predicted 1 

Actual 0 1924 6 

Actual 1 16 1061 
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 As the next step, Genetic Algorithm optimization further improved the false negative results to 15 as depicted in table 6 

the matrix still maintains a good diagonal of figures. 

Figure 4 shows the heat map presentation of the confusion matrices of two models namely SVM and Random Forest. The 

higher intensity on the diagonal confirms that the classifier has a high precision of classification, that in Random Forest is 

presented with slightly lower off-diagonal values than in SVM. 

 

Fig. 4: Confusion Matrix Heat map for comparing results of SVM and Random Forest Models 

The heatmap provides us with a compliance check on the number and dispersion of errors on each of the predictions. 

Random Forest displays diagonal patterns that are less congested, therefore creating an impression that more instances 

were classified correctly. 

Table 6: Enhanced Confusion Matrix for Random Forest with Genetic Algorithm 

 Predicted: Benign Predicted: Attack Row Total Precision (%) 

Actual: Benign 2971 6 2977 99.80 

Actual: Attack 15 15 30 50.00 

Column Total 2986 21 3007  

Recall (%) 99.50 71.43   

 

 In SVM, as can be seen in Table 7, the sensitivity is slightly lower, where 25 false negatives were made when dealing 

with attacks, which also indicates a lower recall score than in Random Forest. 

Table 7: Enhanced Confusion Matrix for SVM (Standard) 

 Predicted: Benign Predicted: Attack Row Total Precision (%) 

Actual: Benign 2969 8 2977 99.73 

Actual: Attack 25 5 30 16.67 

Column Total 2994 13 3007  

Recall (%) 99.73 16.67   

 

Further, the GA-optimized SVM model had much lesser degree of false negatives reduced to 21 and the false positives 

went up marginally to 8 as highlighted on Table 8. 

Data Analysis and Interpretation 

The findings of this research regarding the use of genetic algorithm and their incorporation into CICIDS2022 dataset 

show that improvements do come with their own corresponding compromise. As presented in Table 1 and Table 2, it is 

realized that the RF algorithm, solely, reaches a mean accuracies of 99.27% which slightly improved to 99.30% through 

application of GA. Likewise, there was a slight incremental in the accuracy of the Support vector machine (p < .05) that 

Auth
ors

 Pre-
Proo

f



 

 

 
 

was recorded to be 98.97 % (table 3) after employing the GA as 99.00 % (table 4). These findings also indicate that the 

GA’s function is to improve model accuracy by simultaneously searching for the best subsets of features and learning 

rates. 

Table 8: Enhanced Confusion Matrix for SVM with Genetic Algorithm 

 Predicted: Benign Predicted: Attack Row Total Precision (%) 

Actual: Benign 2969 8 2977 99.73 

Actual: Attack 21 9 30 42.86 

Column Total 2990 17 3007  

Recall (%) 99.73 30.00   

 

The analysis of the confusion matrix provides further support to the above results. The RF model only produced a small 

number of misclassifications, with 22 out of sample instances classified incorrectly (Table 5) while the GA variant 

improved this to 16 instances of the sample being classified as negative (false negatives) and 6 instances of the sample 

being classified as positive (false positives), Table 6. The number of misclassified data instances was slightly lower in the 

case of SVM + GA model; the count of misclassified data instances was 31 (Table 7), but in this case, it reduced to 28 

(Table 8). This shows that while the gains are not very significant, the use of GA helped in solving the problem of a 

biased distribution by improving on the distribution in terms of misclassification rates. 

From an efficiency perspective therefore, one is able to deduce from the above stated execution time comparison in 

figure 1 that the enhancements brought in by the integration of the GA algorithms come with some serious computational 

overhead. Likewise, using SVM + GA took the longest time to be executed among all the algorithms and was 

approximately 220 units while RF + GA incurred roughly 120. In this regard, the standard RF model emerged the fastest 

and almost insignificant in time, in comparison to the standard SVM. In Figure 2 however, one can only observe minimal 

improvements in performance across all the models which then imply that the cost of speed, in this case, is having lower 

accuracy. 

Based on the results of precision, recall, F1-score as shown in Figure 3, all models were very effective with the scores 

barely varying between 0.99. Overall, RF and RF + GA maintained relatively good precision and recall rates, thus being 

suitable for using intrusion detection tasks. Moreover, the heatmaps in the matrices of errors in classification represented 

in figure 4 helps in enhancing the clarity of the performance in each class. RF had the compact spheres of correct 

predictions which are closer to each other and thus are less sensitive to outliers while, SVM had the errors more spread, 

particularly the misclassified points in the minority class. 

Overall, the findings suggest that while genetic algorithms improve prediction accuracy and classification stability by a 

small margin, these improvements result in a decrease of computational speed. Comparing the results of performance 

metrics obtained in Sections 5.3–5.5, it can be understood that with the introduction of GA at the stage of tuning Random 

Forest parameters, better balance is achieved in accuracy, reliability, and the speed of execution in real-time large IT 

systems cybersecurity. 

 

VI.  CONCLUSION LIMITATION OF THE STUDY IMPLICATION OF THE STUDY FUTURE 

RECOMMENDATION 

 

Conclusion 

As a result of this research, it can be concluded that the incorporation of GA in the traditional models improve the 

intrusion detection rate in computer networks. In general, Random Forest with GA delivered the maximum accuracy of 

99.30%, hence supporting Hypothesis: 

1. But this improvement was done at the expense of time consumption; where time consumption was greatly consumed 

in its worst case with a combined use of SVM with GA, thus supporting Hypothesis  
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2. Between the aforementioned arrangements, arrangements incorporate Random Forest with GA giving the highest 

competitive ratio of accuracy and time, approving Hypothesis 

 3. Further, the decrease in the misclassification measures for both modules in the confusion matrices indicates the 

validity of the fourth hypothesis. 

Limitation of the Study 

One of the research limitations is that the study should have used more than one dataset but solely relied on CICIDS2022 

although it is rich in features. However, the analysis was restricted to only a few algorithms in machine learning and the 

modified versions developed by using the GA technique, while other models, such as deep learning models and ensemble 

methods that may provide more insights into this problem were not surveyed at all. 

Implication of the Study 

This work presents a guide to improve the ID accuracy for organizing, against which it is also important to assess the 

computational cost. Comparing the two models makes it easy for the security professionals to make a decision on which 

model should be adopted and measures that will be taken to enhance the efficiency of the selected model. 

Future Recommendation 

Research for the future should aim at increasing the number of algorithms to combine deep learning algorithms as well as 

integrate both approaches. Still, it would be essential to do multiple experiments on actual, big, data streams and integrate 

Apache Spark and similar tools for distributed computing to attain greater app applicability. 
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