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Abstract – There has been a steady emergence of nearly identical recordings in the last several decades, thanks to the 
exponential development of video data. The use of regular videos has been impacted by data quality difficulties produced 
by near-duplicate movies, which are becoming increasingly noticeable. While there has been progress in the field of near-
duplicate video detection, there is still no automated merging method for video data characterised by high-dimensional 
features. As a result, it is challenging to automatically clean near-duplicate videos in advance video dataset data quality. 
Research on removing near-duplicate video data is still in its early stages. The precision of near-duplicate video data 
cleaning is severely compromised by the delicate issues of video data organization besides initial clustering centres in the 
current research, which arise when the previous distribution is unknown. In tackle these problems, we offer a new kind of 
Graph Convolutional Neural Network (GCN) that uses dense influences and a categorization attention mechanism. 
Deeply connected graph convolutional networks (DC-GCNs) learn about faraway nodes by making GCNs deeper. By 
using dense connections, the DC-GCN is able to multiplex the small-scale features of shallow layers and generate 
features at diverse scales. Finally, an attention mechanism is incorporated to aid in feature combination and importance 
determination. Sparrow Search Optimisation Algorithm (SSA) is used to pick the parameters of the given model in the 
most optimal way. In the end, experiments are carried out using a coal mining video dataset and a widely known dataset 
called CC_WEB_VIDEO. The simulation findings show that the suggested strategy performs better than certain previous 
studies. 
 
Keywords – Video Data, Graph Convolutional Neural Network, Densely Connected Graph Convolutional Network, 
Sparrow Search Optimization Algorithm, Duplicate Video Data Cleaning.  
 

I. INTRODUCTION 
A tremendous amount of video data has been added to the Internet due to the expansion of information technology. 
Demand for efficient and effective video retrieval systems is on the rise [1]. With its combination of low memory cost 
and fast retrieval speed, hashing technology is highly promising for content-based retrieval in real-time [2]. Aiming at 
efficient video retrieval, this work investigates unsupervised video hashing. Unsupervised video hashing removes the 
need for human annotations in comparison to the supervised case [3]. Because most methods rely on estimating 
fundamental video similarities for content-based retrieval, it is difficult [4]. The objective of video hashing is to quickly 
retrieve videos by encoding them into a collection of binary codes and then utilising the Hamming distance to find them. 
It follows that the hash codes should represent the video's educational substance [5]. The initial challenge is to record as 
much video as you can. This is also where the focus of current approaches lies. Prior methods of video hashing attempted 
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to tackle this problem by painstakingly extracting detailed visual data and constructing a number of complex 
mathematical models [6]. 

Actually, as video data becomes increasingly large, numerous identical films (sometimes called near-duplicate videos, 
or NDVs) keep cropping up following editing, with a revised original being reissued and other processes performed on 
the videos [7]. According to [8], videos are considered near-duplicates if they are nearly identical or very similar in 
appearance but differ in minor details. It is common practice to generate videos from the original, which has two 
problems: first, it lowers the quality of video datasets' data [9] and second, it violates the copyright of the video's creator. 

When considering video data quality, it is important to focus on the entire dataset quality and ensure that information 
systems meet standards for data consistency, correctness, completeness, and minimization [10]. Data reduction and 
consistency in video datasets will suffer when near-duplicate films proliferate. These movies are almost identical; they 
have extensive coverage and come in a variety of forms; and they may be considered dirty data [11]. Concretely, it is 
feasible to produce almost identical movies at any point in the video acquisition, integration, or processing processes. In 
the video gathering stage, for example, footage can be filmed from various perspectives scene. Then, in the video 
integration stage, footage from various data sources can be combined to create near-duplicate videos. Lastly, in the video 
processing stage, operations such as video copying and editing can result in a large sum of videos [12]. Research on 
detecting near-duplicate movies can lead us to previously unseen near-duplicate recordings in video collections. Feature 
extraction, index are the primary steps in the implementation process, and there are now many different types of 
approaches suggested in the literature [13]. For near-duplicate video identification in both of these approaches, feature 
extraction is an essential step.  

There are two main tactics to near-duplicate video detection that are based on video feature representation: high-level 
feature-based practice and hand-crafted feature-based practice [14]. But near-duplicate video recognition methods can 
only find films that are almost identical in a video dataset [15] that doesn't have a way to automatically merge and sort 
high-dimensional characteristics that describe video data. Thus, it is extremely difficult for them to automate the process 
of removing unnecessary near-duplicate videos in order to lessen instances of video copyright infringement and 
associated problems that arise from manual video editing, copying, and other related tasks [16]. 

A novel compositional approach is developed in this study to construct an individual graph for every sentence. Present 
a novel DC-GCN network architecture and expand dense connection to GCN network. The network uses an attention 
apparatus to routinely rank the word nodes according to their significance. Even with the coal mining video collection's 
complicated context scenarios, the approach given in this research was able to succeed on the very challenging 
CC_WEB_VIDEO dataset. The following is the outline of the article's subsequent sections. A concise summary of 
relevant literature is provided in Section 2. In Section 3, a method for automatically cleaning videos of near-duplicates is 
shown. Section 4 presents the experimental data that illustrate the method's efficacy. Lastly, Section 5 delivers a summary 
of the paper. 

 
II. RELATED WORKS 

Jo et al., [17] shown that the present challenges of video-level methods can be better understood by appropriately 
removing extraneous frames. As an additional measure, we suggest a VVS network, which stands for Video-to-Video 
Suppression. VVS is a full-stack framework with two primary parts: a simple distractor removal stage for picking out 
which frames to crop out and a suppression step for figuring out how much to crop out of the rest. An uncut video with 
varied material and irrelevant details is what this structure is trying to portray. Our solution not only has state-of-the-art 
video-level competences but also a rapid inference time and retrieval approaches, as demonstrated by comprehensive 
trials, proving its usefulness. 

For the purpose of pragmatically retrieving relevant anomalous films using cross-modalities, such as linguistic 
descriptions and synchronous audios, Wu et al., [18] have proposed a new task named Video Anomaly Retrieval (VAR). 
Unlike traditional video retrieval methods, which presume that movies are short and well-trimmed in terms of time, VAR 
may retrieve longer, untrimmed videos that may only partially relate to the query. Our Anomaly-Led Alignment Network 
(ALAN) model for VAR and two large-scale VAR benchmarks help us reach this goal. Our proposal in ALAN is to use 
anomaly-led sampling to zero down on important parts of lengthy, uncut films. Next, we provide a pretext task that is 
both efficient and effective in order to improve the semantic linkages between the fine-grained representations of video 
and text. Finally, to further match contents, we use two complimentary alignments. The experimental findings on two 
benchmarks show the benefits of our customised approach and the difficulties of the VAR job. 

As a video retrieval, Mounika et al. [19] presented an LBP-TOP, a form of dynamic texture. LBP-TOP may describe 
both look and motion simultaneously. Light, rotation, and local translation have no effect on the LBP-TOP 
characteristics. These substantial advantages lend credence to the idea that the suggested approach might benefit from 
LBP-TOP. The query video clip, which includes 10 randomly chosen sample frames, is utilised by the suggested 
approach. processing, and a matching and retrieval stage make up the three phases of the suggested CBVR. During 
offline processing, we first utilise the Pearson Correlation Coefficient (PCC) and Colour Moments (CM) to extract 
keyframes from the database movies. Then, we use the LBP-TOP feature of these keyframes to represent the complete 
database video. We extract LBP-TOP features from the query video during online processing. These features are then 
passed on to the matching and retrieval step, where we find the films with the shortest distance by calculating the 
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Euclidean distance between the LBP-TOP features of the database keyframes and the frames in the query video. In 
demonstrate the efficacy of the suggested technique, it has been evaluated using 108 movies from a publicly available 
standard traffic dataset and contrasted quantitatively and qualitatively with other cutting-edge methodologies. Precision, 
recall, accuracy, specificity, besides the E-measure were the assessment metrics used in the quantitative performance 
evaluation. Incorporating dynamic textures is key to the effectiveness of the suggested technique, which outperformed 
previous state-of-the-art approaches in both qualitative besides quantitative performance evaluations. Use cases for the 
proposed technique include traffic monitoring and other real-time applications. Through feature matching among query 
scenes and database videos, the suggested CBVR system may be utilised for traffic monitoring. The algorithm will 
present the outcome as low traffic time if the query matches a video in the database that has low traffic. Similarly, the 
system will be able to identify periods of medium or heavy traffic. 

In their generative diffusion-based system MomentDiff, Li et al. [20] have replicated the steps involved in a natural 
human retrieval process, from exploratory browsing to incremental localization. In particular, we utilise text-video 
similarity as a guide to learn how to denoise the random noise back to the original span after diffusing it to random noise 
from the genuine span.Finding segments from a random initialization is now within the model's capabilities, thanks to its 
capacity to learn a random places to real moments. Upon training, MomentDiff has the ability to produce an accurate 
temporal boundary by iteratively refining initial predictions derived from random temporal segments. When contrasted 
with discriminative efforts (such as those based on learnable proposals or queries), MomentDiff with randomised 
initialised spans might be able to withstand datasets' temporal location biases. Two "anti-biases" datasets, Mom, are 
proposed to assess the impact of temporal location biases. These datasets involve changes in the distribution of locations. 
Experiments on three public benchmarks show that our efficient system routinely beats state-of-the-art approaches, and 
on the suggested anti-bias datasets, it shows higher generalisation and resilience. Public access will be granted to the 
code, model, and datasets used for anti-bias evaluation. 

An example of object tracking was presented by Han et al., [21]. They used the better responsiveness of event 
cameras across a wide intensity range to suggest an event-assisted object tracking procedure that can reliably follow 
objects even when the intensity levels vary greatly. Our proposal is to first create a U-Net-based image improvement 
procedure that uses nearby frames in the time domain to balance the RGB intensity, and then use this to build a dual-
input tracking perfect that can track moving objects in video and event sequences. This will allow us to better understand 
and analyse dense event signals for feature matching. Comprehensive validation of the suggested technique is achieved 
through both simulation and real-world trials. 
 

III. PROPOSED APPROACH 
In this section, the brief explanation of each block for proposed methodology is explained and it is shown in Fig 1.  
 

 
Fig 1. Workflow of the Proposed Model. 

 
Video Data Preprocessing 
While structured data is typically the focus of information searches, video is an example of unstructured data that needs 
pre-processing in order to be directly searched. The term "frame" can be used to describe the building blocks of a video. 
This research takes into account the fact that the storage space and processing capacity needs of the network model 
would increase if the characteristics of the video are retrieved from each frame using the network model. So, it's crucial 
to extract a number of critical frames that may stand in for the full video content if you want to get useful data 
characteristics out of video data. When it comes time to extract video features and decipher the video's semantic content, 
this is crucial. 

When choosing video key frames, this study uses the random extraction approach. Put simply, the key frames of the 
movie are chosen from a predetermined number of frames according to the fixed interval. Concurrently, data 
augmentation procedures like resizing, flipping, regularisation, etc. are performed during the extraction of video key 
frames. This contributes to the network model's stability while also increasing its accuracy. 
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Densely Connected Graph Convolution 
Graph Convolution 
There are three layers that make up a GCN neural network: input, hidden, besides output. It learns node characteristics 
from the adjacency matrix and uses word co-occurrence vectors as nodes, relationships as edges. That is, with regard to 
the feature matrix of nodes 𝑋𝑋 =  [𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, . . . , 𝑥𝑥𝑛𝑛] in addition to the adjacency matrix A. The diagonal elements of A are 
initialised to 1 by self-loops. Moreover, we include a degree matrix as well. 𝐷𝐷 ∈ 𝑅𝑅n∗n, where each element 𝐷𝐷ii in D is: 
 
 𝐷𝐷𝑖𝑖𝑖𝑖 = ∑ 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖   (1) 
 

Hence, the procedure for learning node features in a one-layer GCN is: 
 
 𝐿𝐿(1) = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��̃�𝐴𝑋𝑋𝑊𝑊0�  (2) 
 

where �̃�𝐴 = 𝐷𝐷−1/2𝐴𝐴𝐷𝐷−1/2,,𝑊𝑊0is a trainable limit. 
 
Dense Connection 
As seen in Section 3.3.1, a single-layer GCN is limited to capturing the features of its immediate neighbours. In contrast, 
a GCN can acquire the crucial aspects of a multi-node graph by capturing the features of faraway nodes via numerous 
neighbouring nodes. This is the formula that represents multi-layer GCN stacking: 
 
 𝐿𝐿(𝑚𝑚) = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��̃�𝐴𝐿𝐿(𝑚𝑚−1)𝑊𝑊𝑚𝑚−1�  (3) 
 

where m is the sum of layers of GCN. 
The superficial features may become unimportant as the network develops deeper. With dense connections, it is 

feasible to directly combine deep and shallow properties. Drawing design inspiration from DenseNet, our densely linked 
GCN network (DC-GCN) employs multiplexing in shallow GCN layers to enhance feature capture at long distances 
between nodes.  

In light of this, DC-GCN's m-th layer propagation becomes 
 
 𝐿𝐿(𝑚𝑚) = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟��̃�𝐴�𝐿𝐿(1)⨁𝐿𝐿(2) ⨁  , … . , 𝐿𝐿(𝑚𝑚−1)⨁�𝑊𝑊𝑚𝑚−1�  (4) 

 
where ⊕ denotes joining together of different parts. Also, previous GCN models could only save the scale attributes 

of the last layer because they used only that layer's output. We depart from the conventional approach by retaining the 
outputs of every layer and relying on the intermediate features at different scales for the last product: 
 
 ℎ𝑖𝑖 = 𝐿𝐿𝑖𝑖

(1)⨁𝐿𝐿𝑖𝑖
(2)⨁…⨁𝐿𝐿𝑖𝑖

(𝑚𝑚)  (5) 
 

 𝐻𝐻 = [ℎ1, ℎ2, …ℎ𝑛𝑛]  (6) 
 

where hi is the 𝑖𝑖 − 𝑡𝑡ℎ word node. Therefore, complete this layer, we become matrix 𝐻𝐻 ∈ 𝑅𝑅𝑛𝑛∗(𝑘𝑘∗𝑚𝑚), where k 
dimension of GCN. 
 
Attention Mechanism 
The retrieved physiognomies must be mutual classified. For the feature matrix 𝐻𝐻 =  [ℎ1, ℎ2, ℎ3, . . . , ℎ𝑛𝑛], Not all features 
are equally useful for the job. So, we make the attention module to draw attention to them because of how important they 
are. An attention score ai is computed for each feature hi; this score signposts the feature's meaning in relation to the 
classification task. 
 

 𝑎𝑎𝑖𝑖 = 𝑒𝑒𝑒𝑒𝑒𝑒�𝑒𝑒𝑖𝑖
𝑇𝑇𝑢𝑢𝑠𝑠�

∑ 𝑒𝑒𝑒𝑒𝑒𝑒�𝑒𝑒𝑖𝑖
𝑇𝑇𝑢𝑢𝑠𝑠�𝑖𝑖

  (7) 

 
 𝑟𝑟𝑖𝑖 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑊𝑊𝑠𝑠ℎ𝑖𝑖 + 𝑏𝑏)  (8) 
 

where 𝑊𝑊s trainable limits, besides b is the bias term. 
Finally, we increase the score on attention 𝛼𝛼 =  [𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3, . . . , 𝑎𝑎𝑛𝑛] ∈ 𝑅𝑅𝑛𝑛 and the feature matrix H. Sum and become 

the over illustration V: 
 
 𝑉𝑉 = ∑ 𝑎𝑎𝑖𝑖ℎ𝑖𝑖𝑖𝑖∈𝑛𝑛   (9) 
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Finished this layer, we become the last representation𝑉𝑉 ∈ 𝑅𝑅𝑘𝑘𝑚𝑚. 
 
Classification 
There is just one fully connected layer in the categorization module. Based on the final representation V, this layer's 
objective is to determine the category's probability distribution. The equation that follows represents this layer.: 
 
 𝑃𝑃 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑎𝑎𝑥𝑥(𝑊𝑊𝑉𝑉 + 𝑏𝑏)  (10) 
 

where P is the group’s likelihood delivery. W is the limit, besides b is the bias besides 𝑠𝑠𝑠𝑠𝑠𝑠𝑡𝑡𝑠𝑠𝑎𝑎𝑥𝑥 is function. 
 
Implementation 
The graph 𝐺𝐺 =  (𝑉𝑉,𝐸𝐸) is produced for each video discretely, where the 𝑉𝑉 = [𝑤𝑤1,𝑤𝑤2,𝑤𝑤3, . . . ,𝑤𝑤𝑛𝑛] characterizes a video’s 
entire list. The p is 2, besides the edge set E among window p. Then over layer 𝑋𝑋 =  [𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, . . . ;  𝑥𝑥𝑛𝑛]  ∈  𝑅𝑅𝑛𝑛∗𝑑𝑑 is node 
vectors. Using the concat connection approach, the DC-GCN block densely connects five GCN layers for feature 
extraction. By assigning each feature an attention score ai, we can choose those that are most suited for the task at hand 
in video hash categorization. hello, AI shows how important the feature is for the classification job. After that, focus 
twice as much score 𝛼𝛼 =  [𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3, . . , 𝑎𝑎𝑛𝑛]  ∈  𝑅𝑅𝑛𝑛 with feature matrix H. Finally, add everything together to get V, the 
video representation. The classifier, which uses a fully connected layer and function, receives V as input and returns the 
judged label. 
 
Fine-tuning using SSA 
By modelling its operations after those of the sparrow, the sparrow search algorithm (SSA) is able to get the best possible 
answer. A sample of sparrows to serve as guards should be randomly selected after the discoverer-joiner sparrow 
population model has been established. Foraging directions and places should be provided by the discoverer to the 
sparrow population. In order to get food, the joiners will follow the finder, keep an eye on them, and even steal from 
them. Immediately upon becoming aware of the threat, the sparrow population will begin to exhibit anti-predation 
behaviours. At last, the optimal site for the whole population is determined by repeatedly iterating the positions of 
discoverers and joiners. 

In the space of N×D, where N is the whole sum of sparrows and D is dimension, the i-th sparrow's position in space i 
is located. 

s 𝑋𝑋𝑖𝑖 =  (𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2 ,···;  𝑥𝑥𝑖𝑖𝑑𝑑), 𝑖𝑖 ∈ [1;  𝑁𝑁],𝑑𝑑 ∈ [1;  𝐷𝐷], 𝑥𝑥𝑖𝑖𝑑𝑑 stands for the i-th sparrow's location in the d-dimensional space. 
Formula for updating the discoverer's location: 
 

 𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡+1 = �
𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 . 𝑟𝑟𝑥𝑥𝑒𝑒 �−𝑖𝑖

𝛼𝛼.𝑇𝑇
� ,𝑅𝑅2 < 𝑆𝑆𝑆𝑆

𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 + 𝑄𝑄. 𝐿𝐿              𝑅𝑅2 ≥ 𝑆𝑆𝑆𝑆
  (11) 

 
Among them, 𝑡𝑡 characterizes the current sum of repetitions; 𝑆𝑆 is the extreme amount of iterations; 𝛼𝛼 is random sum 

among [0;  1];  𝑄𝑄 is a random sum with normal distribution; 𝐿𝐿 is a matrix are totally 1, and the size is 1 × 𝑑𝑑 ;  𝑅𝑅2  ∈
 [0;  1] Characterizes the warning value; 𝑆𝑆𝑆𝑆 ∈ [0: 5;  1] characterizes the safety charge. 

When R2 < ST, it resources search; When R2 ≥ ST, stands for the i-th sparrow's location in space. Formula for 
updating the discoverer’s site Joiner location updates formula: 
 

 𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡+1 = �
𝑄𝑄. 𝑟𝑟𝑥𝑥𝑒𝑒 �𝑒𝑒𝑤𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑤𝑤 𝑑𝑑

𝑤𝑤 −𝑒𝑒𝑖𝑖𝑑𝑑
𝑤𝑤

𝑖𝑖2
�                                                     𝑖𝑖 > 𝑁𝑁

2

𝑥𝑥𝑏𝑏𝑒𝑒𝑠𝑠𝑡𝑡 𝑑𝑑
𝑡𝑡+1  + 1

𝐷𝐷
∑ (𝑟𝑟𝑎𝑎𝑟𝑟𝑑𝑑(−1,1). |𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 − 𝑥𝑥𝑏𝑏𝑒𝑒𝑠𝑠𝑡𝑡  𝑑𝑑

𝑡𝑡+1 |),   𝑖𝑖 ≤ 𝑁𝑁
2

𝐷𝐷
𝑑𝑑=1

  (12) 

 
Among them, 𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑡𝑡 𝑑𝑑

𝑡𝑡  characterises worst site at t-th repetition; 𝑥𝑥𝑏𝑏𝑒𝑒𝑠𝑠𝑡𝑡 𝑑𝑑
𝑡𝑡+1  characterizes the global best site at 𝑡𝑡ℎ𝑟𝑟 𝑡𝑡 +

1𝑡𝑡ℎ iteration. 
When i > 𝑁𝑁

2
, What this signifies is that the i-th joiner is in need of food and will have to fly to other locations to get it. 

When i ≤ 𝑁𝑁
2
, If the i-th joiner is aimlessly wandering, it indicates that it is near the global ideal position. 

The apprise formula of the vigilant site: 
 

 𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡+1 = �
𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑡𝑡 𝑑𝑑
𝑡𝑡 + 𝛽𝛽(𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 − 𝑥𝑥𝑤𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑡𝑡 𝑑𝑑

𝑡𝑡 ),     𝑠𝑠𝑖𝑖 ≠ 𝑠𝑠𝑔𝑔

𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 + 𝐾𝐾 �𝑒𝑒𝑖𝑖𝑑𝑑
𝑤𝑤 −𝑒𝑒𝑤𝑤𝑤𝑤𝑤𝑤𝑠𝑠𝑤𝑤 𝑑𝑑

𝑤𝑤

|𝑓𝑓𝑖𝑖−𝑓𝑓𝑤𝑤|+𝑒𝑒
� ,     𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑔𝑔

  (13) 
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Among them, 𝛽𝛽 describes the pace parameter, which is a usually distributed random sum with a mean of 0 besides a 
variance of 1; K stands for the sparrow's movement direction, and its value is a sum of random numbers between -1 and 
1; e is a tiny constant.; 𝑠𝑠i characterizes the fitness of the i-th sparrow; 𝑠𝑠g embodies the populace; 𝑠𝑠w signifies populace. 

When 𝑠𝑠𝑖𝑖 ≠ 𝑠𝑠𝑔𝑔, it incomes that the i-th sparrow populace and is straightforwardly attacked by marauders; when 𝑠𝑠𝑖𝑖 =
𝑠𝑠𝑔𝑔, it earnings that the i-th sparrow of the populace, and since it is alert of the threat, it requirements to be close to 
additional sparrows to lessen the catch risk. 
 
Position Update Based on Learning Coefficient Besides Mutation Operator 
Using learning mutation operators, this study aims to increase the search aptitude of the SSA, which is an issue with the 
classic SSA since it is easy to slip local extremum. A significant aptitude for foraging is possessed by the discoverer. If 
the discoverer goes too far in one direction, the algorithm as a whole will end up at a local optimal key. In this study, 
learning coefficients are introduced into the formula for the discoverer's site update with the aim of improving the 
discoverer's international search capabilities. When joiner is i > 𝑁𝑁

2
, it extremes. 

The purpose of this study is to enhance the capacity of certain joiners to escape from local extremes by incorporating 
a mutation operator into their position updating formula. 

The method for recalculating the discoverer's position following an upgrade 
 

 𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡+1 = �
𝑣𝑣(𝑡𝑡)𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 . 𝑟𝑟𝑥𝑥𝑒𝑒 �−𝑖𝑖

𝑎𝑎.𝑇𝑇
� ,    𝑅𝑅2 < 𝑆𝑆𝑆𝑆

𝑣𝑣(𝑡𝑡)𝑥𝑥𝑖𝑖𝑑𝑑𝑡𝑡 + 𝑄𝑄. 𝐿𝐿,             𝑅𝑅2 ≥ 𝑆𝑆𝑆𝑆
  (14) 

 
Among them, 𝑣𝑣(𝑡𝑡) is the learning coefficient of the discoverer. 
The appearance of 𝑣𝑣(𝑡𝑡) is: 

 
 𝑣𝑣(𝑡𝑡) = 𝑣𝑣𝑚𝑚𝑖𝑖𝑛𝑛 + (𝑣𝑣𝑚𝑚𝑎𝑎𝑒𝑒 − 𝑣𝑣𝑚𝑚𝑖𝑖𝑛𝑛) × 𝑠𝑠𝑖𝑖𝑟𝑟 �𝑡𝑡

𝑇𝑇
𝜋𝜋�  (15) 

 
Among them, 𝑣𝑣𝑚𝑚𝑎𝑎𝑒𝑒  and 𝑣𝑣𝑚𝑚𝑖𝑖𝑛𝑛  are the learning coefficients correspondingly. 

 
IV. RESULTS AND DISCUSSION 

The presentation of the recommended method is evaluated in this study by extensive tests on two datasets: 
CC_WEB_VIDEO, a regularly used dataset, and a coal mining video dataset [22]. We ran all of our tests on a single 
system that had eight 2.10 GHz Intel Xeon CPUs, a graphics card from NVIDIA called a GP102, and software that was 
based on Python 3.6.5 and PyTorch 0.4.0. The outcomes and methodology of the experiment are then described in detail 
[23]. 
 
Dataset besides Evaluation Criteria 
The proposed technique is tested in this research using the CC_WEB_VIDEO besides coal mining video datasets for 
comparison. With a grand entire of 13,129 video data points, the CC_WEB_VIDEO dataset encompasses 24 scenes. The 
efficiency of the proposed method is verified in this study by randomly selecting 63 movies from situations such as "The 
Lion Sleeps Tonight," "Evolution of Dance," "Folding Shirt," "Cat Massage," and "ok go-here it goes again." In order to 
evaluate the efficacy of the tactic detailed in this article, 125 videos containing 10 scenes were selected from the coal 
mining video dataset. The validation analysis of different classifiers with the projected model is presented in Table 1 
using various metrics.  
 

Table 1. Comparative Analysis of Predictable Classical with Existing Procedures 
Classifiers Accuracy Precision Recall F1-Score AUC 

MLP 90.12 91.09 90.43 91.13 92.02 
AE 91.68 92.23 91.57 91.71 93.14 

RNN 92.51 92.95 92.40 92.17 94.75 
CNN 94.32 93.73 93.21 94.27 95.74 

LSTM 95.46 95.21 95.21 95.31 96.43 
GCN 95.82 96.28 96.12 97.76 97.06 

DCGC-SSA 97.17 98.28 97.76 98.93 98.43 
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Fig 2. Graphical Illustration of Projected Prototypical with Existing Actions. 

 
In Table 1 and Fig 2 represent the comparative Study of Projected with Existing procedures. In the study of MLP 

classifier technique attained the accuracy as 90.12 and also precision of 91.09 after the recall as 90.43 besides f1-score as 
91.13 and then AUC range of 92.02 correspondingly. Then the AE classifier technique attained the accuracy as 91.68 
besides also precision of 92.23 after the recall as 91.57 besides f1-score as 91.71 and then AUC range of 93.14 
congruently. Then the RNN classifier technique attained the accuracy 92.51 besides also precision of 92.95 after the 
recall as 92.40 after the recall as 92.17 and then AUC range of 94.75 correspondingly. Then the CNN classifier technique 
attained the accuracy of 94.32 and also precision of 93.73 after the recall as 93.21 and f1-score as 94.27 and then AUC 
range of 95.74 respectively. Then the LSTM classifier technique attained the accuracy as 95.46 and also precision of 
95.21 after the recall as 95.21 after the recall as 95.31 and then AUC range of 96.43 correspondingly. Then the GCN 
classifier technique attained the accuracy as 95.82 and also precision of 96.28 after the recall as 96.12 besides f1-score as 
97.76 and then AUC range of 97.06 congruently. Then the DCGC-SSA classifier technique attained the accuracy as 97.17 
besides also precision of 98.28 after the recall of 97.76 and f1-score as 98.93 besides then AUC range of 98.43 similarly.   
 

V. CONCLUSION 
To enhance the quality of video datasets, this study proposes an automated approach to cleaning near-duplicate video 
data using a reliable feature hash ring. This study proposes an attention-enhanced densely linked GCN network for video 
hash retrieval categorization. It all begins with making a special graph specifically for each video. After that, incorporate 
these separate graphs into a densely connected GCN network. Because of the extensive connectivity in the GCN 
network, the model can easily adapt to different scales when extracting video information. In order to improve the 
model's performance, the attention module takes in the extracted characteristics and prioritises each facet when 
combining them. On top of that, SSA model is used to optimise the model's limits. Experimental results on video datasets 
show that the suggested strategy is effective in automatically cleaning up videos that are almost identical to one another. 
This paper's suggested approach, however, does not include training a single deep neural network model for both feature 
extraction and grouping. The cleaning calculation on the consistent ring is also somewhat massive. We will investigate 
future possibilities for building an end-to-end video data cleaning approach.  
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