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Abstract – Massive Open Online Courses (MOOC) based learning platform had totally changed the educational 
environment by providing easy and accessible learning opportunities for global learners. But even such environment 
display high dropout and low learner engagement which remain a significant challenge to be addressed. To handle the 
challenge of this study, propose an Adaptive Learning Recommendation System (ALRS) that is designed to personalize 
learning paths based on individual preferences and performance metrics. The study employed Open University Learning 
Analytics Dataset (OULAD) and build recommendation model that combine k-means Clustering, Content-based Filtering, 
Collaborative Filtering, and Random Forest (RF) classifiers to make course recommendations. The proposed model have 
shown better recommendation when compared to other models with Precision of 0.92, Recall of 0.89, F1 Score of 0.90, 
and AUC of 0.95. Also the proposed model had shown the lowest Mean Squared Error (MSE) and Root Mean Squared 
Error (RMSE) at 0.042 and 0.205, respectively. 
 
Keywords – Adaptive Learning Recommendation System, Online Learning, Machine Learning, Mean Squared Error, Root 
Mean Squared Error. 
 

I. INTRODUCTION 
In recent years the field of Massive Open Online Courses (MOOC) have grown a lot and revolutionized the field of higher 
education by providing a widespread access to educational resources for learners who are located across the globe [1-3]. 
But even achieving popularity the MOOC platforms often struggle with high dropout rates and low learner engagement 
that are mostly attributed to lack of personalization in course offerings [4-6]. The traditional MOOC platforms have all 
based on one-size-fits-all approach, however the learners come with diverse backgrounds and varying educational needs 
so such models fails to gather interest and commitment among the learners [7-8]. 

Recently many studies have focused on Adaptive Learning Systems (ALS) and their potential to enhance educational 
outcomes [9-10]. However, there remains a large gap in effectively integrating these systems within the MOOC platforms 
so that to address the challenges of learner diversity and engagement [11-12]. Many earlier works have employed Machine 
Learning (ML) techniques to predict course suitability and learner performance. But such models to do not totally consider 
the different aspects of learner feedback and progression. 

This article introduces an Adaptive Learning Recommendation System (ALRS) for MOOCs with an aim to handle the 
above challenges. The model employ data analytics and ML models to modify dynamically the learning paths based on 
individual learner interactions and preferences. The model was experimented using Open University Learning Analytics 
Dataset (OULAD) to prove its efficiency against other traditional models.  
 
The Contributions of The Work Are 

(a) Develops a comprehensive model that integrates both content-based and collaborative filtering techniques to 
enhance the accuracy of course recommendations.  

(b) Evaluates the impact of these personalized learning paths on user engagement and course completion rates. 
The paper is organized as follows, Section 2 present the materials used in the study, Section 3 present the architecture 

and the proposed model, Section 4 present the analysis of the findings and Section 5 concludes the work. 
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II. MATERIALS 
Dataset 
The Open University Learning Analytics Dataset (OULAD) [13-15] is a publicly available dataset that has been widely 
used in the field of educational research. The dataset comprises data from about 32,593 students who were all engaged in 
22 courses (modules). OULAD includes a variety of data variables that include demographic information, such as age and 
geographic location. It also include engagement metrics like clickstream data from the Virtual Learning Environment 
(VLE) [16-18], which includes daily summaries of how students interact with course materials and it also contains 
assessment scores, registration information that detail about the course selections and durations, and final results. The 
dataset contains 7 CSV files as presented in Table 1, and it requires pre-processing and transformation before presenting 
to recommendation model. The schema of the dataset is presented in Fig 1. 
 

 
Fig 1. OULAD Database Schema.  

(Source: https://analyse.kmi.open.ac.uk/resources/images/model.png) 
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Table 1. Tables Information of the Open University Learning Analytics Dataset 
Table Name Records Table Attributes Description 

Student_Info 32.593 

Code_Module, Code_Presentation, ID_Student, 
Gender, Region, Highest_Education, 

Imd_Band, Age_Band, 
Num_of_Prev_Attempts, Studied_Credits, 

Disability, Final_Result 

Provides demographic 
and academic profiles of 

students. 

VLE 6.365 Id_Site, Code_module, Code_Presentation, 
Activity_Type, Week_from, Week_To 

Details VLE resources 
and their availability 

periods. 

Student_VLE 1.048 
.574 

Code_Module, Code_Presentation, ID_Student, 
ID_Site, Date, Sum_Click 

Tracks daily student 
interactions with VLE 

resources. 

Student_Registration 32.593 lode_Module, code_Presentation, 
Module_Presentation_Length 

Records registration 
details for course 

modules. 

Assessments 196 
Code_Module, Code_Presentation, 

ID_Assessment, Assessment_Type, Data, 
Weight 

Lists course assessments, 
including types and 

scheduling. 

Student_Assessments 173.740 ID_Assessment, ID_Student, Score 
Date_Submitted, IS_Banked 

Contains scores and 
submission details for 

assessments. 
 

Table 2. Features Selection for Adaptive Learning Prediction in a MOOC 

Feature Type Feature Name Feature Data Type Feature Values 
Encoding Type 

MOOC Features 

Code_Module Categorical (Nominal) (Int64) 
Module_Presentation_Length Numerical (Discrete) (Int64) 

Course_Start Categorical (Ordinal) (Int64) 
Course_End Categorical (Ordinal) (Int64) 

Learner Features 

Age_Band Categorical (Ordinal) (Int64) 
Highest_Education Categorical (ordinal) (Int64) 

Imd_Band Categorical (ordinal) (Int64) 
Num_of_Prev_Attempts Numerical (discrete) (Int64) 

Studied_Credits Numerical (discrete) (Int64) 
Disability Categorical (binary) (bool) 

Outcome Features Final_Result Categorical (binary) (bool) 
 
Data Preprocessing 
Feature Engineering and Dataset Preparation 
Variable Adjustment 
Certain variables that are more reflective of outcomes rather than predictors of engagement, such as 
'Num_of_Prev_Attempts' and 'Studied_Credits', are adjusted or removed to focus on factors influencing a student's initial 
motivation and ongoing engagement rather than their historical performance. 
 
Defining Dependent and Independent Variables 
In alignment with our objective to increase user engagement, the dependent variable (target) is identified as 'Final_Result', 
representing successful course completion. Independent variables are derived from both course characteristics (e.g., module 
presentation length, course start and end dates) and learner demographics (e.g., age band, highest education). 
 
Transformation of Categorical Features 
Many machine learning models require numerical input; therefore, categorical variables such as 'Gender', 'Region', and 
'Highest_Education' are encoded using one-hot encoding. This process converts categories into a binary matrix, facilitating 
their use in predictive modeling. 
 
Data Sampling 
Given the imbalanced nature of class distribution in 'Final_Result' (e.g., more pass instances than fail), we apply sampling 
techniques to balance the dataset. This ensures that the predictive model is not biased towards the majority class and can 
accurately predict less frequent outcomes. 
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Data Cleaning 
Steps are taken to clean the data thoroughly, which includes handling missing values either by imputation—where it makes 
sense—or by removing records that are incomplete to a degree that could skew the analysis significantly. 

A summarization of the processed features, their types, and the modifications made are presented in Table 2. 
 

III. SYSTEM ARCHITECTURE 
The proposed ALRS is a III-Tier architecture (Fig 2) that consists of a data layer, an application layer, and a presentation 
layer. The Data Layer manages data storage that include user profiles, course information, and interaction logs. It employs 
both SQL and NoSQL databases to ensure robust data availability and rapid access. The Application Layer employs the 
proposed ALRS that processes data to generate personalized course recommendations. It includes modules for clustering 
using K-means to segment users, preference modeling that combines content-based and collaborative filtering, and a 
machine learning module that utilizes Random Forest (RF) algorithms to predict and adapt user preferences. The 
Presentation Layer, or user interface, is where users interact directly with the system that display the personalized course 
recommendations and provides a feedback mechanism for users. 
 

 
Fig 2. Architecture of the ALRS. 

 
Proposed ALRS 
The proposed ALRS integrates three key phases: clustering, preference modeling, and ML algorithms. In the first phase 
the K-means clustering model is employed to segment the users into groups based on activity patterns and learning 
outcomes, creating targeted cohorts. In the next phase a hybrid system that combine both the content-based and 
collaborative filtering is employed for course recommendations based on aligning the user preferences with that of course 
content. Finally the RF classifiers was used to predict user preferences and generate personalized course suggestions.  
 
Clustering 
For clustering we employ K-means clustering to segment MOOC users into distinct groups based on their activity patterns 
and learning outcomes. Let 𝑋𝑋 = {𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑛𝑛} represent the set of 𝑛𝑛 feature vectors, where each vector 𝑥𝑥𝑖𝑖 corresponds to 
a user's interaction profile within the MOOC platform. The interaction profile includes variables such as course access 
frequency, time spent on learning materials, quiz scores, and forum participation. The objective of K -means clustering is 
to partition the 𝑛𝑛 users into 𝑘𝑘 distinct clusters = {𝐶𝐶1,𝐶𝐶2, … ,𝐶𝐶𝑘𝑘}, such that the within-cluster sum of squares (WCSS) is 
minimized. The WCSS is defined as follows EQU (1). 
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 WCSS = ∑  𝑘𝑘

𝑖𝑖=1 ∑  𝑥𝑥∈𝐶𝐶𝑖𝑖 ∥∥𝑥𝑥 − 𝜇𝜇𝑖𝑖∥∥2 (1) 
 

where 𝜇𝜇𝑖𝑖 is the mean of points in 𝐶𝐶𝑖𝑖. The K -means algorithm iteratively updates the cluster assignments based on the 
following steps: 
 
Initialization 
Select 𝑘𝑘 initial cluster centers randomly from the data points. 
 
Assignment Step 
Assign each data point 𝑥𝑥𝑖𝑖 to the nearest cluster by minimizing the Euclidean distance between 𝑥𝑥𝑖𝑖 and each cluster center 
𝜇𝜇𝑖𝑖. 
 
Update Step 
Recalculate the new cluster centers 𝜇𝜇𝑖𝑖 as the mean of all points assigned to 𝐶𝐶𝑖𝑖. 

The algorithm repeats the assignment and update steps until the cluster assignments no longer change, indicating 
convergence.  

 
Preference Modeling 
Following the clustering phase, the recommendation system employs preference modeling approach that integrates both 
content-based and collaborative filtering techniques.  
 
Content-Based Filtering 
Content-based filtering focuses on the characteristics of the courses themselves. Each course is represented by a feature 
vector 𝐟𝐟𝑐𝑐 that encapsulates attributes such as course topics, difficulty levels, and learning outcomes. For each user, a 
preference profile 𝐩𝐩𝑢𝑢 is constructed based on their interactions with course content. The similarity between the user's profile 
and each course's features is computed using the cosine similarity measure EQU (2). 
 
 similarity (𝐩𝐩𝑢𝑢, 𝐟𝐟𝑐𝑐) = 𝐩𝐩𝑢𝑢⋅𝐟𝐟𝑐𝑐

∥∥𝐩𝐩𝑢𝑢∥∥∥∥𝐟𝐟𝑐𝑐∥∥
 (2) 

 
Courses with higher similarity scores are recommended to the user, assuming these offerings align more closely with 

their established interests. 
 
Collaborative Filtering 
Collaborative filtering, on the other hand, leverages user behavior data to predict preferences. It operates under the premise 
that users who agreed in the past will agree in the future about course preferences. Using the matrix factorization technique, 
user-item interactions are decomposed into latent factors representing underlying characteristics EQU (3) 
 
 𝐑𝐑 ≈ 𝐔𝐔𝐔𝐔𝑇𝑇  (3) 
 

where 𝐑𝐑 is the user-item interaction matrix, 𝐔𝐔 is the user-factor matrix, and 𝐔𝐔 is the item-factor matrix. The model 
predicts unknown entries in 𝐑𝐑, which represent unobserved user-item interactions. 
 
Machine Learning Model for Prediction 
In the final phase we deploy Random Forest classifiers to predict user preferences and generate accurate course 
recommendations. The Random Forest model operates by constructing multiple decision trees during training and output 
the class that is the mode of the classes predicted by individual trees. Each tree in the forest is built from a random sample 
of data points and a subset of features which reduce the overfitting. 

Let 𝐗𝐗 represent the feature matrix where each row 𝐱𝐱𝑖𝑖 corresponds to a user's profile, including both demographic and 
interaction data derived from the preprocessing steps. The target variable 𝐲𝐲 represents user course preferences, categorized 
into classes such as 'highly interested', 'moderately interested', and 'not interested'. The decision function for a single tree 
can be represented as EQU (4). 
 
 decision (𝐱𝐱) = ∑  𝑇𝑇

𝑡𝑡=1 tree𝑡𝑡  (𝐱𝐱,Θ𝑡𝑡) (4) 
 

where 𝑇𝑇 is the number of trees, tree  𝑡𝑡 is the prediction of the 𝑡𝑡-th tree, and Θ𝑡𝑡 are the parameters (i.e., split points) of 
that tree. The final prediction �̂�𝑦 of the Random Forest is obtained by averaging the predictions of all the individual trees or 
taking a majority vote in the case of classification EQU (5). 
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 �̂�𝑦 = 1
𝑇𝑇
∑  𝑇𝑇
𝑡𝑡=1 tree𝑡𝑡  (𝐱𝐱,Θ𝑡𝑡) (5) 

 
The training of the Random Forest model involves optimizing parameters such as the number of trees in the forest, the 

maximum depth of trees, and the minimum number of samples required to split an internal node. 
 

IV. EXPERIMENTAL SIMULATION 
The proposed adaptive learning-based MOOC recommender system utilizes learner's ID to access historical interaction 
data. It then filters out courses that don't align with the learner's needs and preferences. For example consider a learner who 
is interested in doing a professional development course alongside a full-time job, who can allocate up to 6 hours each 
weekend for studying. This learner is particularly interested in advancing their skills in digital marketing and data analysis. 
Once this learner's profile is selected in the recommendation system, it assesses their previous course interactions and 
current learning goals. It then generates a tailored list of the top-10 MOOC (Fig 3) that match the learner’s time constraints 
based on their professional aspirations. 
 

 
Fig 3. Recommendations from the ALRS. 

 

 
Fig 4. Feature Importance Analysis. 

 
To optimize the recommendations a feature importance analysis is conducted within the Recommendation model. This 

analysis as shown in Fig 4 highlights the significance of specific MOOC features such as course length, content depth, 
start/end times and learner preferences such as preferred study times and subject interest areas. To assess the effectiveness 
of this ALRS the following metrics are used to measure the system's effectiveness: 
 
Precision 
Precision = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇
, Where 𝑇𝑇𝑇𝑇 is True Positives and 𝐹𝐹𝑇𝑇 is false positives. This metric evaluates the accuracy of the positive 

predictions this model makes. 
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Recall (Sensitivity) 
Recall = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
, Where 𝐹𝐹𝐹𝐹 is false negatives. This metric assesses the model's ability to correctly identify all relevant 

instances. 
 
F1 Score 
𝐹𝐹1 = 2 ×  Precision × Recall 

 Precision + Recall 
, The F1-score balances precision and recall, providing a comprehensive measure of model 

accuracy. 
 
Area Under the Curve (AUC) - RoC Curve 
𝐴𝐴𝐴𝐴𝐶𝐶 = ∫  10 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡)𝑑𝑑𝐹𝐹𝑇𝑇𝑇𝑇(𝑡𝑡), Where 𝑇𝑇𝑇𝑇𝑇𝑇 is the true positive rate (recall) and 𝐹𝐹𝑇𝑇𝑇𝑇 is the false positive rate. AUC measures 
the model's ability to distinguish between classes across different thresholds. 

To evaluate our system's performance, we benchmark it against three established recommendation models such as: 
LightFM Hybrid Model, Singular Value Decomposition (SVD) and Neural Collaborative Filtering (NCF). 

 
Table 3. Comparative Performance of Recommendation Models 

Model Precision Recall F1-score AUC 
Proposed ALRS 0.92 0.89 0.90 0.95 

LightFM Hybrid Model 0.87 0.85 0.86 0.90 
SVD 0.83 0.80 0.81 0.88 
NCF 0.90 0.88 0.89 0.93 

 

 
Fig 5. Performance Results of The Compared Models for Metrics. 

 
The comparative analysis of recommendation models as shown in the Table 3 and Fig 5 highlights the effectiveness of 

the Proposed ALRS across all metrics. The proposed model achieves the highest scores in every class, including a Precision 
of 0.92, Recall of 0.89, F1-score of 0.90, and an AUC of 0.95. In contrast, the LightFM Hybrid Model and the SVD exhibit 
lower performance across the board, with the SVD showing the weakest performance among the models evaluated. The 
LightFM model, with scores of 0.87 in Precision, 0.85 in Recall, and an F1-score of 0.86, performs adequately but lacks 
the effectiveness of the proposed model. The NCF model stands out as the second most effective model after the proposed 
model, with scores close to the top performer in all metrics (Precision of 0.90, Recall of 0.88, and F1-score of 0.89). 
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Fig 6. MSE and RMSE results. 

 
Table 4. MSE and RMSE for the Different Models 

Model MSE RMSE 
Proposed ALRS 0.042 0.205 

LightFM Hybrid Model 0.056 0.237 
SVD 0.063 0.251 
NCF 0.049 0.221 

 
The Table 4 and Fig 6 compares the MSE and RMSE for different recommendation models. The Proposed ALRS 

demonstrates the best performance among the models, with the lowest MSE at 0.042 and RMSE at 0.205. These low error 
rates suggest that it is most effective at predicting user preferences and making accurate course recommendations. The 
LightFM Hybrid Model, which combines collaborative and content-based filtering, has higher error rates with an MSE of 
0.056 and RMSE of 0.237. The SVD model shows the highest error metrics, with an MSE of 0.063 and RMSE of 0.251. 
NCF, which uses a neural network to model complex user-item interactions, records intermediate values of MSE and 
RMSE at 0.049 and 0.221, respectively.  
 

V. CONCLUSION AND FUTURE WORK 
This study proposes an ALRS to addresses the critical challenge of high dropout rates and low learner engagement in 
Massive Open Online Courses (MOOC). The proposed model integrates K-means clustering, content-based filtering, 
collaborative filtering, and RF classifiers to personalize learning paths based on individual learner profiles and preferences. 
To analyse the models performance the Open University Learning Analytics Dataset (OULAD) is employed and compared 
with traditional models such as LightFM Hybrid Model, SVD, and NCF. The model was compared for Precision, Recall, 
F1 Score, and AUC and for which the proposed model had achieved a Precision of 0.92, Recall of 0.89, F1 Score of 0.90, 
and AUC of 0.95. Additionally, it recorded the lowest MSE and RMSE at 0.042 and 0.205.  

Future research focus on exploring additional data sources, enhancing model complexity, and incorporating real-time 
feedback mechanisms to further refine and optimize personalized learning experiences.  
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