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Abstract - Network security is one of the key components of cybersecurity anomaly intrusion detection, which is responsible for identifying unusual behaviours or activities within a network that might indicate possible security breaches or threats. In this suggested intrusion detection system (IDS), network traffic data is continuously monitored via anomaly detection. The study makes utilising one of the most recent datasets to spot unusual behaviour in networks connected to the Internet of Things, the IoTID20 dataset, to facilitate this process. The preprocessing stage involves painstaking steps for smoothing, filtering, and cleaning the data. The Pinecone Optimisation algorithm (PCOA), a novel optimizer inspired by nature, is introduced in this study for the feature selection process. PCOA seeks to increase the effectiveness of feature selection while drawing inspiration from the various ways that pine trees reproduce, such as pollination and the movement of pinecones by animals and gravity. Moreover, IDS is classified using Bidirectional Gated Recurrent Unit–Additive Attention Mechanism Based on Convolutional Neural Networks (CNN-BiGRU-AAM), which makes use of deep learning’s capabilities for efficient classification tasks. In addition, this work presents the Botox Optimisation Algorithm (BOA) for hyperparameter tuning, which is modelled after the way Botox functions in human anatomy. BOA uses a human-based method to adjust the hyperparameters of the model to attain the best accuracy. The results of the experiments show that the suggested methodologies are effective in improving network anomaly intrusion detection systems, with a maximum accuracy of 99.45%.

Keywords - Intrusion Detection System, Pinecone Optimization Algorithm, Botox Optimization Algorithm, Long Short-Term Memory, Transformer.

I. INTRODUCTION
The widespread use of IoT devices has increased efficiency and brought about unprecedented convenience, but it has also led to serious security and reliability concerns [1]. Making sure that devices are communicating securely is crucial since Internet of Things systems are getting more intricate and networked [2]. Mechanisms for managing trust and reputation are essential to ensuring the dependability and integrity of IoT ecosystems, especially in light of the growing number of attacks on these systems that affect everything from smart grids to the healthcare industry [3]. The automated configuration processes that allow IoT devices to self-configure and connect to networks on their own present one of the main security challenges [4]. Although these plug-and-play features increase adaptability and usability, they also introduce vulnerabilities that hackers could take advantage of. Attacks known as denial-of-service (DoS) or distributed DoS (DDoS) are very dangerous because they can disrupt services and cost organisations a lot of money [5].

In order to protect IoT networks from DoS attacks, strong methods and strategies are needed [6]. The integration of machine learning techniques into IDS is one example of the more sophisticated approaches that are becoming increasingly recognised as necessary, in contrast to the traditional defences that involve multiple verifications and network traffic filtration [7]. But despite the literature’s emphasis on urgency, there’s still a gap in the effective application of such cutting-edge
techniques [8,9]. Furthermore, security concerns remain as IoT systems develop to create smart environments that maximise human comfort and efficiency [10,11]. These worries are made worse by the enormous amount of IoT devices that are connected, which is predicted to surpass 22 billion in the upcoming years. Alarms are being raised across a number of industries due to the current state of many connected devices, which lacks proper security and privacy protection [12]. One of the most difficult parts of IoT security is node heterogeneity, which makes security even more difficult. To fully address these issues, traditional security techniques like intrusion detection systems, access control, and authentication are insufficient on their own [13,14].

Because deep learning offers sophisticated threat detection and mitigation capabilities, it is essential for enhancing the security of IoT systems [15,16]. IoT devices can use deep learning algorithms to analyse vast volumes of information generated by networks and identify anomalies that could be signs of security breaches, including DoS attacks [17]. Deep learning models, like recurrent neural networks (RNNs) and convolutional neural networks (CNNs), are excellent at identifying patterns and behaviours, which allows them to recognise and react to new threats instantly [18]. Furthermore, deep learning enables IoT devices to dynamically modify and enhance their defence mechanisms, enhancing resistance against changing attack tactics [19]. IoT ecosystems can strengthen their defences and successfully reduce security risks by incorporating deep learning into intrusion detection systems (IDS) and security frameworks. This will improve the general dependability and credibility of IoT communications [20].

Motivation
Research on DoS attacks in network IDS is driven by the growing number and intensity of cyberattacks that target online services and critical infrastructure. The availability, integrity, and functionality of networks are severely jeopardised by DoS attacks, so it is imperative to create effective detection and mitigation techniques. In addition, since attackers are always changing their strategies, it is critical to recognise and neutralise new DoS attack techniques in order to protect digital assets and guarantee the continuous provision of critical services. By tackling these issues through creative research, cybersecurity defences are strengthened and resilience against changing cyberthreats is encouraged.

Main Contributions
- Utilization of the IoTID20 dataset, a recent and relevant database to identify unusual behaviour in Internet of Things networks, providing a realistic basis for evaluation.
- Implementation of meticulous data preprocessing techniques including cleaning, filtering, and smoothing to ensure data quality and reliability.
- Introduction of the Pine Cone Optimization algorithm (PCOA) for feature selection, inspired by natural mechanisms of pine tree reproduction, enhancing feature selection efficiency.
- Application of CNN-BiGRU-AAM for classification of intrusion detection events, leveraging deep learning capabilities for effective classification tasks.
- Introduction of the Botox Optimization Algorithm (BOA) for hyperparameter tuning, drawing inspiration from human anatomy to achieve optimal accuracy in model tuning.
- Demonstration of significant improvement with experimental results showcasing a maximum accuracy of 99.45%, demonstrating the potency of the suggested techniques in enhancing network anomaly intrusion detection systems.

Organization of the paper
This is how the rest of the essay is organised. A selection of noteworthy, related literature will be given in Section 2. A description is given in Section 3 of the recommended approach. Explanation of the experiments as well as outcomes is given in Section 4. Section 5 summarises the findings and offers some conclusions.

II. RELATED WORKS
A dense channel-spatial attention model was presented by Safarov et al. [21] to identify and categorise DoS and distributed denial-of-service (DDoS) attacks. Their approach shows great accuracy and addresses the problems of uneven data. It enhances the cybersecurity defences of servers and websites by effectively detecting and classifying DoS and DDoS threats. Their model outperforms existing intrusion detection algorithms, obtaining remarkable accuracy rates of 99.38%, 99.26%, and 99.43%, accordingly, for the datasets UNSW_NB15, CICIDS2017, and Bot-IoT. These findings demonstrate its ability to precisely identify and classify a variety of attack kinds, improving the precision and strength of IDS.

The DoS assaults were the main focus of the Deep Learning-based IDS described by Meddeb, R., et al. [22] in tagged datasets that are employed to detect intrusions. It includes a broad spectrum of possible attacks that have an impact on traffic routing on mobile networks. The Stacked AE-IDS method models a high-level overview of pertinent components while reducing coupling, which enhances IDSs’ ability to detect attacks in MANETs. Because it concentrates on DoS incidents and their effects on mobile networks' capacity to route traffic, this technique is crucial for MANET security. By detecting different attacks, especially denial-of-service (DoS) attacks, and understanding their impact on the routed services
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that mobile networks offer, the Stacked AE-IDS technique can enhance the efficacy of intrusion detection systems (IDSs) and strengthen the defences of metropolitan area networks (MANNETs).

The key conclusion of this study by Ponnusamy, V., et al. [23] The current machine learning models are not well-trained to identify breaches specific to the IoT due to a lack of network traces. Specifically, the Knowledge Discovery in Databases (KDD) Cup database is examined to highlight the difficulties in creating wireless intrusion detection systems using the data properties that are already in place. Several recommendations are made to guarantee that traffic capture methods used by a wireless network (WN) are future-proof. The research paper's first section looks at different placement strategies, data collection procedures, and intrusion detection techniques. This work's primary objective is to investigate the design difficulties associated with developing an IDS in a wireless environment. The complexity of the architectural design makes it more challenging to create an IDS in a wireless environment than in a wired network environment. Thus, this study covers the fundamentals of wired detection and deployment techniques along with cellular networks' future wireless services and design difficulties. IoT, mobile ad hoc networks, and wireless sensor networks (WSN) are the three primary wireless environments to pay attention to because they are at the forefront of future developments and are frequently targeted by attacks. Thus, developing an IDS with a focus on wireless networks is essential.

In this study, Sbai, O. and Elboukhari, M. [24] recommended the deployment of a knowledge-based intrusion detection system (KBIDS) to protect MANETs from two types of DDoS attacks: SYN flooding and UDP/data DDoS attacks. The CICDDoS2019 dataset is used with the DL precise DNN algorithm. Simulation experiments indicate that Accuracy, precision, recall, and F1-score are just a few of the performance metrics that the suggested architectural paradigm has the potential to produce.

The authors of this research, Abbood, Z.A., et al. [25], centred on maintaining security norms through network attack mitigation, malicious node detection, and efficiency assessment. Using the three methods Feedforward-Neural Network (FNN), Cascading-Back-Propagation-Neural Network (CBPNN), and CBPNN (FFNN)—it was able to identify complex patterns in MANET. Intrusion detection system (IDS) performance is frequently improved by using CNN and these essential DNN building blocks, as well as by integrating IDS with machine learning (ML). Compared to their statistical and logical counterparts, machine learning (ML) approaches provide training capabilities for MANET networks and enable adaptability to a range of contexts. When it comes to average receiving packet (ARP) and end-to-end (E2E) parameters, the suggested model performs better than another current model.

Ninu, S.B., et al. [26] offer a MANET intrusion detection method in the proposed study that is based on Exponential-Henry Gas Solubility Optimisation (EHGSO), influenced by Deep Neuro Fuzzy Networks. In the initial stages of safe routing, the best routes are selected using the recently developed EHGSO algorithm. The fitness factors for these methods are connection quality, distance, energy, and neighbour quality. The Exponential Weighted Moving Average (EWMA) along with the Henry Gas Solubility Optimisation (HGSO) are both incorporated into the proposed EHGSO. At the base station, the intrusion detection phase is initiated in the second phase by obtaining Knowledge Discovery in Databases (KDD) attributes and altering transmitted data packets. Data augmentation is carried out after the KDD features are extracted. The recommended EHGSO technique is used to train a Deep Neuro Fuzzy Network before it is utilised for intrusion detection. The recommended approach outperforms all currently used technologies. In the absence of attacks, the recommended method yields the following values: 4.123, 0.086, 95.877%, 0.342 J, 134975 kbps, 0.950, and 0.924. Among these measurements are packet corruption, jitter, recall, accuracy, and Performance and Developmental Review (PDR).

A publication by Prasad, M., et al. [27] talked about setting up a network, creating data, labelling samples, extracting features, detecting intrusions, and evaluating a paradigm for effectiveness and reliability. The assessment model assesses the dependability and efficacy of various strategies in addition to the hardware dependability and performance of intrusion detection systems using a fuzzy logic system. The results demonstrate that a trade-off is made between multiple statistical performance indicators when there is an imbalanced ratio of samples. The suggested evaluation technique calculates an intrusion detection system's scheme reliability score by examining the two best results. The suggested detection technique performs better than current methods, according to experimental results in maintaining high scheme dependability.

**Research Gaps**

Multiple research gaps are found in the study of DoS attacks against network intrusion detection systems (IDS). First off, while research on DoS attack detection techniques has been done, mitigation techniques have not received as much attention, leaving networks open to protracted disruptions. Second, in order to update the training and assessment of IDS models, larger datasets that faithfully capture real-world DoS attack scenarios are required. Furthermore, the development of reliable and future-proof defence mechanisms is hampered by the understudied scalability and adaptability of IDS to changing DoS attack methods. Closing these gaps is essential to improving networks' resistance to denial-of-service (DoS) attacks and maintaining security and continuity.
III. PROPOSED METHODOLOGY

Dataset Description
IoTiD20 Dataset

The IoTiD20 dataset contains both typical (benign) traffic and various forms of IoT attacks, such as DDoS, DoS, Mirai, and ARP Spoofing. A dataset gathered from IoT ecosystems for smart homes is called IoTiD20. A range of networked gadgets are commonly found in smart homes, including wireless access points (Wi-Fi), laptops, smartphones, tablets, artificial intelligence speakers (SKTNGU), and Wi-Fi cameras (EZVIZ). The IoT victim equipment in this dataset was represented by the cameras and AI speakers, while the attacking equipment was represented by the other equipment. Scanning, denial-of-service, and man-in-the-middle attacks were all simulated using Nmap tools. Attacks using the Mirai botnet were created independently on a laptop and then modified to look like they originated on Internet of Things devices [28]. The IoTiD20 dataset converted these packet files into CSV files the CICFlowMeter is used. The CSV data sets were categorized based on the IP addresses in accordance with the types of attacks and their unusual behaviour. The dataset's distribution is displayed in Tables 1 and Table 2. There are 86 features in the dataset.

<p>| Table 1. Attacked And Normal Instances in The Iotid20 Dataset |</p>
<table>
<thead>
<tr>
<th>Binary Label Distribution</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal 40,073</td>
<td>Normal 40,073</td>
</tr>
<tr>
<td>Anomaly 585,710</td>
<td>Anomaly 585,710</td>
</tr>
</tbody>
</table>

<p>| Table 2. Distribution Of Anomalous Data in Iotid20 Dataset |</p>
<table>
<thead>
<tr>
<th>Category Label Distribution</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dos</td>
<td>59,391</td>
</tr>
<tr>
<td>Mirai</td>
<td>415,677</td>
</tr>
<tr>
<td>Scan</td>
<td>75,265</td>
</tr>
<tr>
<td>Normal</td>
<td>40,073</td>
</tr>
<tr>
<td>MITM</td>
<td>35,377</td>
</tr>
</tbody>
</table>

Preprocessing
Cleaning of Missing and Anomalous Data

As a crucial part of our data analysis process, data cleaning addresses erroneous, missing, or inaccurate data entries in order to improve the dataset's accuracy and dependability. This section is crucial because it establishes the validity of the analysis and modelling that follow [29].

There were multiple steps in the data cleaning process. First, we used an automated script to find and mark any values that were missing from the dataset. The anticipated data transmission intervals served as the basis for the identification criteria for missing data. Any points that did not follow these time intervals were regarded as absent.

After determining which data were missing, we filled in these gaps using an imputation technique. When dealing with time series data, we specifically applied a linear interpolation method that relies on the assumption that two data points differ by a linear difference that can be estimated. This approach was selected due to its ease of use and efficiency in handling minor gaps in time series data.

It carefully examined the dataset to look for anomalies that might point to erroneous or missing data combined with erroneous data. We employed a Z-score analysis to identify any outliers in this. When a Z-score was higher than three, a data point was deemed extreme, and it was manually examined to see if it represented true values or anomalies brought on by mistakes in data transmission or recording.

By looking at the daily output curves' consistency, we were able to further refine the dataset. Curves that consistently displayed anomalies and markedly deviated from the established pattern without a valid reason were eliminated. This choice was made using the gradient a cutoff point that was established the mean gradient of the dataset divided by two standard deviations and the curve's standard deviation.

By making improvements to our methodology, we have been able to address potential issues with the process of gathering secondary data from power systems, enhancing the quality of our data, and offering an open and exacting framework for our analysis.

Data Denoising and Smoothing

The Extended Kalman Filter (EKF) algorithm removes noise from data and filters it to improve data accuracy. The filtered data is then smoothed producing data for additional research by utilising a smooth function. One nonlinear state estimation algorithm that can be used for the EKF is a system with nonlinear models, which is based on the Kalman Filter [29]. EKF uses the Kalman Filter technique for error correction and state estimation after linearizing nonlinear problems via the nonlinear functions' Taylor expansion.
The steps that are specific are as follows:

**State Equation:**

\[ x(k) = f(x(k - 1), u(k - 1)) + \omega(k - 1) \]  \( (1) \)

wherein \( \omega(k - 1) \) symbolises noise in the process.

**Observation Equation:**

\[ y(k) = h(x(k)) + v(k) \]  \( (2) \)

wherein \( v(k) \) symbolises noise from observations.

**Observation Steps:**

**State Vector Prediction:**

\[ x_{\text{pred}} = [x_1 + x_2, x_2]^T \]  \( (3) \)

**Transition Matrix:**

\[ F = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \]  \( (4) \)

**Predicted Value of The Covariance Matrix:**

\[ P_{\text{pred}} = FP_0F^T + Q \]  \( (5) \)

**Update Steps:**

**Values Observed and Anticipated:**

\[ y_{\text{yred}} = x_{\text{pred}}(1) \]  \( (6) \)

**Observation Matrix:**

\[ H = [1, 0] \]  \( (7) \)

**Kalman Gain:**

\[ K = P_{\text{pred}}H^T(HP_{\text{pred}}H^T + R)^{-1} \]  \( (8) \)

**Estimated State Vector:**

\[ x_{\text{est}} = x_{\text{pred}} + K(y(k) - y_{\text{yred}}) \]  \( (9) \)

**Estimated Covariance Matrix:**

\[ P_{\text{est}} = (I - KH)P_{\text{pred}} \]  \( (10) \)

In this context, \( x_1 \) and \( x_2 \) indicate, respectively, the output of wind power and how quickly it changes, which make up the two parts of the state vector. Process noise has a covariance matrix of Q, while observation noise has a covariance matrix of R. The covariance matrices' starting values in the programme are as follows:
The technique of moving averages is used to further smooth the data after filtering. A popular method for smoothing one-dimensional vectors and eliminating jitter and noise is the moving average method. Its central notion is as follows: For a vector of length N, a window of length m is selected. A new data point is created by averaging the data within this window. After moving the window one unit to the right and processing every data point, the process is repeated. According to equation:

\[ y_i = \frac{1}{m} \sum_{j=1}^{m} x_{i-j+[\frac{m}{2}]} \]  (12)

where \( x_i \) symbolises the initial information vector's point of data \( i \), \( y_i \) denotes the window size, \( m \) the smoothed data vector's \( i \) data point, and \([\cdot]\) the floor function.

**Data Normalization**

Because the installed capacity has a major impact on the wind power output curve, this paper uses the normalisation technique, that splits the daily output of wind power by the daily capacity of wind power installations, to obtain a general rule.

\[ x' = x \frac{1}{p} \]  (13)

Within the formula, \( x' \) shows the installed wind power capacity per day and the normalised wind power output value.

**Feature Selection Using PCOA**

**Motivating Factor: The Pine Tree Life Cycle**

Coniferous trees, such as pines, can be found in a range of environments. They are members of the Pinaceae, or Pinus family. They can grow to a height of 50 m with cones that are 5–10 cm in diameter, round in scale, and have dark green needles. Male and female flowers are produced on the same pine tree by certain monoecious pines, like the Scotch pine. There are male flowers at the base of tree shoots. In early summer, female flowers are pollinated by the wind. The female flower, which takes more than a year to mature, becomes tiny cones that grow quickly to full size by early summer. The cones then split off and fall to the ground as a result of gravity, or in the spring, animals scatter the seeds by eating them. The seeds eventually grow into saplings, which then yield more trees. Pine trees only get pollination from the wind, unlike other plants; insects have no effect on this process [30].

**Mathematical Modelling of Pine Reproduction**

A crucial stage in the life cycle of pine trees is cone seed dispersal and pollination. As a result, the current study only takes cone pollination and dispersal into account. Similar to nature, PCOA uses both gravity and animals to disperse the cones. As we proceed with the investigation, we calculate the PCOA mathematically while taking into account the dispersal of cones and pollination brought about by animals and gravity. According to earlier research, pollination, as well as the dispersal of cone seeds by animals and gravity, are critical to pine tree reproduction. There are two ways in which pine tree pollination is similar to figuring out an optimisation problem. In one way, a swarm-based operator can mimic the flow of pollen particles between pine tree cones. Here, the wind is what propels the pollen particles forward. Issues are sought after in the atmosphere of the forest, with pollen particles acting as the agents conducting the search. Every particle in the search space of the optimisation problem has a position and an objective function. Pollen grains travel from one cone of a pine tree to the next in a manner akin to exploring the problem's search space for the best solution. The female pine tree flower's development is another factor and produces tiny cones as a result of pollen particles entering the flower. Evolutionary operators can therefore simulate this process. A problem's optimal solution can be found by improving the current one, much like a pine cone evolves from one state to the next. Pine seedlings are created and grow in new environments as a result of animals and gravity dispersing pine cone seeds. The seedling will grow into a pine tree if its placement is ideal. Similar to this, if a better position is discovered, the answers in the PCOA are updated. The problem search space is represented by the pine tree forest, and the finding agents are the seeds of pine cones. Dispersal of pine cone seeds by gravitation or by animals can be replicated using population-based operators. Therefore, the aforementioned biological principles can be simulated and optimisation problems can be solved by operators based on populations and evolution. In
this way, cone seed, pine tree, and pollen locations act as search agents, and the global optimal problem is determining the ideal location for pine tree growth.

Producing the First Population in PCOA
The pine tree and its cones are found in two populations within the PCOA. The issue domain is split into equal segments. Each segment’s centre contains a tree, and several cones are created to encircle each tree during algorithm initialization. For this reason, each part’s boundary conditions are provided by

\[ LbS = lb + (i - 1) \times \frac{ub - lb}{N_{tree}} \]  \hspace{1cm} (14)  
\[ UbS = ub + (i - 1) \times \frac{ub - lb}{N_{tree}} \]  \hspace{1cm} (15)  

The problem’s domain lower and upper bounds are denoted by \( lb \) and \( ub \) in Equations (14) and (15), and the lower and upper bounds of each segment are denoted by \( LbS \) and \( UbS \). This is how the population of pine cones is created:

\[ CX_{j,i} = LbS_i + rand_{1 \times dim} \times (rand \times UbS_i - rand \times LbS_i) \]  \hspace{1cm} (16)  

In Equation (16), \( CX \) is the pine cone position, \( rand_{1 \times dim} \) is the normal distribution of a random number between 0 and 1, and is the normal distribution of a random vector between 0 and 1. \( i \) stand for the cone and pine tree indices of the PCOA operators, respectively. After PCOA is initialised, each tree is positioned based on where the best cone is in that section.

Gravity-Based Pine Cone Dispersal (Exploitation)
Pine cones eventually fall from the tree due to gravity as they ripen and become heavier. The problem makes the cones scatter in a small area. To model this process, the search space problem is split up into several super-cubes. These super-cubes each have a tree inside of them. It is essential to generate many solutions pertaining to every tree. The following operator is used in order to accomplish this goal.

\[ CX_{j,i}^{new} = \begin{cases} 
TX_i + w_1 \times R_1 \times \left( R_2 \times (U b_j^i - L b_j^i - T X_i) \right), & \text{if Control parameter} = 0 \\
CX_{j,i} + w_1 \times R_1 \times \left( R_2 \times (U b_j^i - L b_j^i - T pop_{all,r1}) - T_{best_{x,i}} \right), & \text{otherwise}.
\end{cases} \]  \hspace{1cm} (17)  

In Equation (17), \( CX_{j,i}^{new} \) is the pine cone’s new location, \( CX_{j,i} \) is the pine cone’s updated location, \( TX_i \) is where the tree is located, \( U b_j^i \) is the super-cube’s upper bound, \( L b_j^i \) is the super-cube’s lower bound, \( T pop_{all,r1} \) is the super-cube’s lower bound, \( T pop_{all,r1} \) is the super-cube’s lower bound, \( T pop_{all,r1} \) is a randomly chosen solution stored in PCOA’s memory, \( T_{best_{x,i}} \) is one of PCOA’s best solutions, \( w_1 \) is an adaptive weight, \( R_1 \) represents a random integer among 1 and the PCOA memory’s size, and \( R_1 \) and \( R_2 \) are typical random numbers in the range of 0 and 1. \( i \) denotes the PCOA operators’ pine tree index with \( j \) cone index. Over generations, the problem’s boundaries (\( lb \) and \( ub \)), as well as \( LbS \) and \( UbS \), get smaller. The research space is constrained in applying this technique to the closing region with the ideal surrounding location across generations. Using this method, between exploration and exploitation, the PCOA can achieve a balance. The following equations are defined in order to achieve this:

\[ LbS = lb + (i - 1) \times \frac{ub - lb}{N_{tree}} \]  \hspace{1cm} (18)  
\[ UbS = ub + (i - 1) \times \frac{ub - lb}{N_{tree}} \]  \hspace{1cm} (19)  
\[ Lb = lb + \text{Radius}_{lb} \times W \]  \hspace{1cm} (20)  
\[ Ub = ub - \text{Radius}_{ub} \times W \]  \hspace{1cm} (21)  
\[ W = \min FES/FES_{max}, 0.5 \]  \hspace{1cm} (22)  
\[ \text{Radius}_{lb} = X_{best} - lb \]  \hspace{1cm} (23)
Algorithm 1 Pollination

Input: Pollination cycle (PN), cones position (CX), cones fitness (CF)

Output: Pine Cone’s position

Wind’s pollination:
1: while $N < PN$ do
2: $N \leftarrow N + 1$
3: $MemoryIndex, rand \leftarrow [dim \xrightarrow{\text{rand}} rnd]$ 
4: $\mu W1 \leftarrow MemoryW1(MemoryIndex, rand)$
5: $\mu W2 \leftarrow MemoryW2(MemoryIndex, rand)$
6: $\mu W3 \leftarrow MemoryW3(MemoryIndex, rand)$
7: $\mu cr \leftarrow Memorycr(MemoryIndex, rand)$
8: $W1 \leftarrow \mu W1 + \xrightarrow{\text{Rd1} \times \tan(\pi \times (\xrightarrow{\text{Rd2} - 0.5}))}$
9: $W2 \leftarrow \mu W2 + \xrightarrow{\text{Rd3} \times \tan(\pi \times (\xrightarrow{\text{Rd4} - 0.5})}$
10: $W3 \leftarrow \mu W3 + 0.1 \times \tan(\pi \times (\xrightarrow{\text{Rd5} - 0.5})$
11: $cr \leftarrow \mu cr + 0.1 \times \xrightarrow{\text{Rd6}}$
12: if $W1 < 0$ then
13: $W1 \leftarrow \mu W1 + 0.1 \times \tan(\pi \times (\xrightarrow{\text{Rd7} - 0.5})$
14: end if
15: if $W2 < 0$ then
16: $W2 \leftarrow \mu W2 + 0.1 \times \tan(\pi \times (\xrightarrow{\text{Rd8} - 0.5})$
17: end if
18: if $W3 < 0$ then
19: $W3 \leftarrow \mu W2 + 0.1 \times \tan(\pi \times (\xrightarrow{\text{Rd9} - 0.5})$
20: end if
21: $W1 \leftarrow \min (W1, 1), W2 \leftarrow \min (W2, 1), W3 \leftarrow \min (W3, 1), cr \leftrightarrow \min (cr, 1), cr \leftrightarrow \max (cr, 0)$
22: Generate three random integer number ($r1, r2, r3$)
23: Choose $Tbest$ of best solutions and save them on $Tbest$.
24: Choose Tworst rate% of worst solutions and save them on Tworst;
25: if rand < 0.5 then
26: $X_{\text{new}} = XC + W_1 \times (T_{\text{best}} - CXr1) + W_2 \times (CXr1 - T_{\text{popall}}, r2)$
27: else
28: $W = \max(W_1 \times W_2, (1 - W_1) \times W_2, 1 - W_2)$
29: $X_{\text{new}} = -W_2 \times (W_1 \times CX + (1 - W_1) \times T_{\text{best}}) + (1 - W_2) \times CXr1 + W \times (CXr3 - T_{\text{popall}}, r2))$
30: end if
31: Evaluate fitness function
32: if CFnew < CF || rand < cr then
33: $XC \leftarrow X_{\text{new}}, XF \leftarrow XF_{\text{new}}$
34: end if
35: Update T_{popall} (Add new solution to archive and remove duplicate or randomly remove some solutions to maintain the archive size);
36: Update $\mu W_1, \mu W_2, \mu cr$
37: end while
38: return Pine Cone's position

Animals' Spread of Pine Cones (Exploitation)

Pine cones are eaten by animals and then released into the surroundings. For instance, squirrels burrow pine cones in the autumn so they can eat them later. Pine cones are consumed by birds and other creatures such as deer, bears, rats, and mice.

To replicate these behaviors, four operators are defined in the PCOA. According to the first operator, pine cones are eaten by animals and then released into the surroundings. For instance, squirrels bury pine cones in the autumn so they can eat them later. Pine cones are consumed by birds and other creatures such as deer, bears, rats, and mice.

To determine the ideal location, this operator uses the optimisation technique of quadratic programming. This method defines the initial point as follows:

$$X_{\text{initial}} = X_{\text{best}} + \text{rand} \times (\overline{CX} - X_{\text{best}})$$  \hspace{1cm} (28)

In Equation (28), $X_{\text{initial}}$ is quadratic programming's starting position, and $\overline{CX}$ is the mean of all the locations of the pine cones. It should be mentioned that the problem's updated boundary conditions are used when conducting the quadratic programmatic search. The PCOA can more accurately approximate the global optimum with this method. The second through fourth operators are motivated by the roles that animals play in the dispersal of pine cones. The following is the design of the second operator:

$$X_{\text{animal}} = \frac{X_{\text{best}} + X_{\text{animal}}}{2} + \text{levy} \times \left(\text{levy} \times \left(\text{lb} + \text{ub} - \frac{X_{\text{best}} + X_{\text{animal}}}{2}\right) - \frac{X_{\text{best}} + X_{\text{animal}}}{2}\right)$$ \hspace{1cm} (29)

In Equation (29), $X_{\text{animal}}$ is the location of the pine cones that animals are carrying. The Levy distribution yielded this Levy random number. The third operator makes the idea that animals move pine cones from where they were originally found to a location close to a tree. The third operator updates the pine cone's position in this manner:

$$X_{\text{animal}} = CX + (1 - w_d) \times \overline{TX} + w_d \times \text{levy} \times (\text{levy} \times (\text{lb} + \text{ub} - \overline{TX}) - \text{Tree}_x)$$ \hspace{1cm} (30)

In Equation (30), $\overline{TX}$ represents the pine trees' typical position, $w_d$ is an adaptive weight that provides:

$$w_d = \exp - 20 \times \frac{\text{FES}}{\text{FES}_{\text{max}}}$$ \hspace{1cm} (31)

$w_d$ restricts the search space to an increasing amount of function assessments and results in the conversion of discovery into utilisation. The fourth operator thinks an animal that is getting closer is carrying a pine cone:

$$X_{\text{animal}} = CX + w_d \times \text{levy} \times (\text{levy} \times (\text{lb} + \text{ub} - CX) - CX)$$ \hspace{1cm} (32)

Under PCOA, each of the four designated operators is accountable for exploitation. Algorithm 2 shows how PCOA animals distribute pine cones.
Algorithm 2 Animals scattering pine cones

Input: P1, P2, CX, TX, FES and FESmax
Output: Pine Cone’s position

Dispersing pine cone by animals:
1: if and (FES > P2 × FESmax, rand < 0.9) || and (FES < P1 × FESmax, rand < 0.9) then
2: Calculate Xinitial using Equation (25)
3: Run quadratic programming optimization method based on the Xinitial
4: Update Xbest if solution of quadratic programming was better
5: Calculate Xanimal using Equation (26)
6: else
7: Compute wd using Equation (28)
8: if rand < 0.5 then
9: Calculate Xanimals using Equation (27)
10: else
11: Calculate Xanimals using Equation (29)
12: end if
13: end if
14: return Pine Cone's position

CNN-BiGRU-AAM Classification
Convolutional Neural Networks

Textual or 1-dimensional time series data are frequently processed using one-dimensional CNNs because of their superior ability to extract features from short, fixed-length inputs over the course of a dataset [31]. An entirely new feature representation is created using the input sequence is first scanned in a sliding manner using a convolution kernel (or filter), followed by convolutional operations to extract prominent features from the sequence. At each location, the convolution operation's output ξ is determined for the convolution kernel W and the input sequence X:

$$\xi[j] = (X \cdot W)[j] = f \left( \sum_{k=0}^{K-1} X[j \times T_s + k] \cdot W[k] + b_{cnn} \right)$$  (33)

where $\xi[j]$ represents the output sequence's jth element as a result of the convolution operation. A section of the sequence that was entered (from j to $j + K - 1$) is multiplied element-by-element by the convolution kernel, and the result is the jth element of the output sequence (Equation 33). $X[j + k]$ is the $j + k$th part of the input sequence, where k represents the offset that the current position of the convolution operation is represented by j, and the convolution kernel slides. $T_s$ is the time step, as well as W[k] is the k weight of the convolution kernel. K is the convolution kernel's size, or window size; it multiplies every single component by element using a subset of the input sequence; $b_{cnn}$ is a term of bias, and f(·) is a nonlinear properties-introducing activation function. PReLU (Parametric ReLU), ReLU (Rectified Linear Unit), and other popular activation functions are examples.

Subsequently, the size of the feature map is minimised via a pooling operation, which simultaneously extracts the most important features and lowers the model's computational complexity. The following is the calculation formula:

$$x[j] = \max(X[j \times T_s; (j + 1) \times T_s])$$  (34)

where $x[j]$ represents the first j elements of the feature sequence that was obtained by pooling the data. Equation (34), $X[j \times T_s; (j + 1) \times T_s]$ shows that a subsequence has been chosen in the input sequence, and its start index is $j \times T_s$ and the final index is $(j + 1) \times T_s$. Such indexing operations are usually used to intercept a specific window or sequence segment.

**Bidirectional Gated Recurrent Unit Neural Network**

Important historical features are preserved by both GRU and LSTM through the use of "gate" structures. In LSTM, forgetting and input gates are combined to create an update gate that consists solely of a reset gate (r) and an update gate (z). GRU performs direct output computation and lacks a kernel state.

$x_t$ is the GRU module's current moment input; $h_{t-1}$ is the state of the preceding moment; $r_t$ is the reset gate; its value can be determined by applying Equation (35) to the calculation the candidate state's degree of dependence $\tilde{h}_t$ on $h_{t-1}$; $z_t$ is...
obtained from Equation (36), which is the update gate; and \( h_t \) is the potential output value following the processing of the reset gate. Associating Equations (35)-(38) will yield \( h_t \).

\[
\begin{align*}
    r_t &= \text{sigmoid} \left( U_r h_{t-1} + W_r x_t + b_r \right) \quad \text{(35)} \\
    z_t &= \text{sigmoid} \left( U_z h_{t-1} + W_z x_t + b_z \right) \quad \text{(36)} \\
    \tilde{h}_t &= \tanh \left( U_c (r_t h_{t-1} + W_c x_t + b_c) \right) \quad \text{(37)} \\
    h_t &= z_t h_{t-1} + (1 - z_t) \tilde{h}_t \quad \text{(38)}
\end{align*}
\]

In Equation (35), \( U_r \) and \( W_r \) are the weight matrices that correspond to the reset gate’s input for the t moment and its output for the t-1 moment, respectively, and \( b_r \) is the reset gate's bias; as shown in Equation (36), \( U_z \) and \( W_z \) are the weight matrices that, in turn, represent the update gate's input for the t moment and output for the t-1 moment, and \( b_z \) indicates the update gate’s bias; additionally, in Equation (37), \( b_c \) is the concealed bias of the candidate, and \( U_c \) and \( W_c \) are the matrices of weights for the candidate hidden state’s input (t moment) and output (t-1 moment), respectively.

It is evident from equations (35)-(38) that the sigmoid function uses the given expression to control the update and reset gates' range of values \( \delta(x) = 1/(1 + e^{-x}) \). The reset gate regulates the mixture of \( x_t \) and \( h_{t-1} \), and the proportion of decreases as it moves closer to 0 at \( h_{t-1} \). The gate for updates \( z_t \) confirms the dimensions of \( h_{t-1} \) the more it approaches 1. The more data from the prior instant is utilised in the present.

The unidirectional GRU structure can gather historical data prior to a specific date, but it is unable to gather data related to that period of time and beyond. The forward and backward outputs of two GRU layers are spliced together by BiGRU, and the precise computational procedure is represented by Equations (39)-(41). By merging past and future data, the BiGRU can more effectively obtain information about associations and sequences within the data, improving the model's performance ability when compared to the single-way GRU. Additionally, it can successfully address the flaw of requiring the acquisition of all relevant relationship data.

\[
\begin{align*}
    \tilde{h}_t &= \text{GRU}_f \left( x_t, \tilde{h}_{t-1} \right) \quad \text{(39)} \\
    \tilde{h}_t &= \text{GRU}_b \left( x_t, \tilde{h}_{t-1} \right) \quad \text{(40)} \\
    \tilde{h}_t &= \tilde{h}_f \oplus \tilde{h}_b \quad \text{(41)}
\end{align*}
\]

where \( \tilde{h}_f \) and \( \tilde{h}_b \) represent, respectively, forward and backward GRU passes; GRU \( U_f \) and \( U_b \) indicate forward and backward GRU function tandem combinations, respectively; the vector splice operation is represented by \( \oplus \).

**Additive Attention Mechanism**

Among the attention mechanisms is the additive attention mechanism (AAM). Originally used in sentence translation, the additive attention mechanism also referred to as multilayer perceptron attention. More and more, however, image processing has been using this technique in recent years. It gives the model the flexibility to give various input sequence segments distinct weights, which makes it possible to analyse sequence data in a targeted manner. Additionally, it uses a sigmoid function to make the transformed features active following the input features' linear transformation to determine how similar the two features are, which is useful for handling nonlinear relationships. Additive attention is used to decode the data following BiGRU’s encryption and CNN’s processing of the time series features. Next, the output is approved for use as input. The additive attention formula is as follows:

\[
y_i = \text{DecoderOutput} \left( s_t, c_t \right) \quad \text{(42)}
\]

where \( y_i \) represents the output of the decoder at time step i. Equation (42) shows that \( s_t \) represents the additive attention decoder's hidden vector at time step t, and \( y_i \) is the outcome of the attention decoder additive. For instance, according to equation (43), the decoder obtains \( c_t \) at time step t from the encoding t outcome of the encoder \((h_0, h_1, ..., h_t)\), which is the encoder's weighted sum of its encoding output.

\[
c_t = \sum_{i=1}^{T} a_{t,i} h_i \quad \text{(43)}
\]

The weights are determined in the manner described below:
where the attentional weight $a_{ti}$ represents the attentional weight of the decoder. The attention score, normalised by softmax, is the source of the $i$th time step from the $t$ time step. This is how the attention score is determined:

$$e_{t,i} = v_i^T \tanh(W_a h_t + U_a s_{t-1})$$

In additive attention, the hidden states of the encoder and decoder are transformed linearly, and then a hyperbolic tangent function is applied to determine the attention score. Equation (45) shows $e_{t,i}$ is a time step $t$ attention score that is sent from the decoder to the encoder; At this point, the decoding result is dependent on the previous time step's latent state of the decoder, $s_{t-1}$, at the $i$-th temporal step, the encoder output $h_t \cdot v_a$ is the vector of learned weight, and $W_a$ and $U_a$ are the learned parameter matrices of the model.

**Hyper Parameter Tuning Using BOA**

This section explains the Botox Optimisation Algorithm (BOA), starting with a discussion of its theory and inspiration for hyper parameter tuning of CNN-BiGRU-AAM model. After that, a detailed mathematical modelling of the steps involved in implementing the suggested BOA approach is presented [32].

**Inspiration of BOA**

For many people, improving the appearance of their faces is a serious and complex concern, and the appearance of wrinkles on the face frequently causes distress. Wrinkles are caused by a combination of dermal atrophy and repeated contraction of the facial muscles beneath. This issue is addressed by carefully tiny amounts of injections of botulinum toxin into specific overactive muscles. The injection relaxes the muscles locally, which in turn causes the skin in these areas of hyperactive muscles to smooth out. For this, the powerful neurotoxin protein known as botulinum toxin, which is derived from the Clostridium botulinum bacterium and used. When this toxin is administered, the targeted muscles become momentarily paralysed, which stops wrinkles from forming in the treated area. The FDA authorised the cosmetic use of botulinum toxin, or Botox, in 2002 to treat frown lines caused by the glabellar complex muscles and in 2013 to treat crow’s feet caused by the lateral orbicularis oculi muscles. Botox has a notable effect on improving the appearance of wrinkles on the face. The intelligent process of strategically injecting Botox into targeted facial areas to remove wrinkles forms the foundation for the BOA’s recommended method's design.

**Algorithm Initialization**

Through an iterative process, the suggested BOA methodology uses the participants' collective search capabilities to operate as a population-based optimizer to produce workable solutions for optimisation problems. The BOA population in this instance is made up of people looking to get Botox injections. Each member adds to the decision variable values according to where they are in the mathematically embodied problem-solving space, and that is represented as a vector. Equation (46), which describes the population matrix, is formed by this vector, which contains the decision variables. Equation (47) is used to randomly assign each BOA member's position to begin with.

$$X = \begin{bmatrix} x_1^T \\ \vdots \\ x_i^T \\ \vdots \\ x_N^T \end{bmatrix}_{N \times m} = \begin{bmatrix} x_{1,1} & \cdots & x_{1,d} & \cdots & x_{1,m} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ x_{i,1} & \cdots & x_{i,d} & \cdots & x_{i,m} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ x_{N,1} & \cdots & x_{N,d} & \cdots & x_{N,m} \end{bmatrix}_{N \times m},$$

$$x_{i,d} = lb_d + r_{i,d} \cdot (ub_d - lb_d), i = 1, ..., N, d = 1, ..., m,$$

wherein $X$ the population matrix of BOA, $\tilde{X}_i$ is the potential remedy's (1)th BOA member, $x_{i,d}$ is its $d$ th $N$ is the population's size, and the number of decision variables is denoted by $m$ in the search space (decision variable), $r_{i,d}$ are arbitrary values drawn from the range $[0,1]$, and $lb_d$ and $ub_d$ are the $d$ th decision variable's lower and upper bounds, respectively.

It is feasible to assess the problem's corresponding objective function for each individual in the BOA population since each one of them has the potential to be a solution. As a result, the range of values for One vector representation of the objective function is to use Equation (48):
\[ \vec{F} = \begin{bmatrix} F_1 \\ \vdots \\ F_N \end{bmatrix} = \begin{bmatrix} F(\vec{x}_1) \\ \vdots \\ F(\vec{x}_N) \end{bmatrix}_{N \times 1} \]  \tag{48} \]

where \( \vec{F} \) is the evaluated objective function's vector, and \( F_i \) is the objective function that has been evaluated using the \( i \)th BOA member.

The evaluated values of the objective function provide trustworthy standards by which to measure the calibre of potential solutions. Consequently, the ideal value found for the goal function is represented by the ideal BOA participant, whereas the worst value is represented by the suboptimal member. Because every iteration changes the best candidate solution and the locations of BOA population members are updated regularly, as are their objective function values.

**Mathematical Modelling of BOA**

Through an iterative process, the population-based optimizer known as BOA approach skillfully provides workable solutions for optimisation problems. The Botox injection mechanism serves as an inspiration for the BOA's design, which modifies the population's locations within the search area. The simulation and schematic for Botox injections utilised to develop the recommended BOA technique.

Every person requesting one example of a BOA community member is Botox injections. How a physician administers Botox injections to specific face muscles in order to minimise wrinkles and improve appearance is mirrored in the design of the BOA. Like Botox, this is how the BOA approach enhances a candidate solution: it picks some decision variables and adds a designated value.

The quantity of face muscles needed Botox injections is thought to decrease as the algorithm iterates, according to the design of the BOA. Equation (49) is therefore used to determine the quantity of selected muscles (i.e., variables used in decision-making) for Botox injection:

\[ N_p = \left[ 1 + \frac{m}{t} \right] \leq m, \]  \tag{49} \]

where \( N_p \) is the number of muscles that require injections of Botox, and \( t \) is the iteration counter's present value.

Upon seeing the candidate, the physician selects which facial muscles and wrinkles to inject Botox into. Motivated by this fact, In BOA design, equation (50) is utilised to determine which variables should be injected for every individual in the population. It is important to remember that the muscles selected for Botox injections shouldn't be used again, as Equation (50) indicates:

\[ CBS_i = \{d_1, d_2, ..., d_p, ..., d_{N_p}\}, d_j \in \{1, 2, ..., m\} \text{ and } \forall h, k \in \{1, 2, ..., N_p\}; d_h \neq d_k. \]  \tag{50} \]

Thus, \( CBS \) is the collection of potential decision factors for the \( i \)th population member chosen to receive a Botox injection; the position selected for the Botox injection is indicated by the decision variable \( d_j \).

According to Equation (51) how much Botox each member will receive of the population is calculated in the BOA design, which is comparable to a physician's discretion in determining the appropriate dosage based on experience and patient requirements:

\[ \vec{B}_i = \begin{cases} \vec{x}_{\text{mean}} - \vec{x}_i, & t < \frac{T}{2} \\ \vec{x}_{\text{best}} - \vec{x}_i, & \text{else} \end{cases} \]  \tag{51} \]

where \( \vec{B}_i = (b_{i,1}, ..., b_{i,j}, ..., b_{i,m}) \) is the sum that is taken into account for the \( i \)th member's Botox injection, \( \vec{x}_{\text{mean}} \) is the average population position (i.e., \( \vec{x}_{\text{mean}} = \frac{1}{N} \sum_{i=1}^{N} \vec{x}_i \)), \( T \) is the sum of all the iterations, and \( \vec{x}_{\text{best}} \) is the most ideal member of the population.

The face's appearance shifts, and wrinkles vanish, after getting a Botox injection made into the facial muscles. When the objective function value is raised, equation (52) replicates the injection of Botox into the face muscles, the new positions of each BOA member are first established in the BOA design, the corresponding member's prior position has been replaced by this new one in accordance with Equation (53):
\[ \hat{x}_{i}^{\text{new}}: x_{i,dj}^{\text{new}} = x_{i,dj} + r_{i,dj} \cdot b_{i,dj} \]
\[ \hat{x}_{i} = \begin{cases} \hat{x}_{i}^{\text{new}}, & F_{i}^{\text{new}} < F_{i} \\ \hat{x}_{i}, & \text{else,} \end{cases} \]

where \( \hat{x}_{i}^{\text{new}} \) is the Ith BOA member's new role following a Botox injection, \( x_{i,dj}^{\text{new}} \) is its \( d_{j} \) th dimension, \( F_{i}^{\text{new}} \) is the value of its objective function, \( r_{i,dj} \) is a variable that is random on the interval \([0,1]\) with a uniform distribution, \( b_{i,dj} \) is the \( d_{j} \) th the Botox injection size of the ith BOA member (i.e., \( \vec{B}_{i} \)).

**Pseudocode of BOA Flowchart**
The algorithm's first iteration ends when every BOA member's position in the search space has been updated. Equations (49)-(53) are used to update the members of the BOA population until the last iteration, at which time the algorithm advances to the following iteration using the updated values. The best-performing candidate solution found after each iteration \( \hat{x}_{\text{best}} \) is saved and updated as well. Following the recommended BOA approach's complete implementation, the top contender solution \( \hat{x}_{\text{best}} \). The solution to the given problem is introduced as stored during the algorithm's iterations. The steps involved in implementing BOA are displayed in Algorithm 3 as pseudocode.

**Algorithm 3. Pseudocode of the BOA.**

Start the BOA.

1. **Input problem information:** variables, objective function, and constraints.
2. Set the BOA population size \( N \) and the total number of iterations \( T \).
3. Generate the initial population matrix at random using Equation (47).
4. Evaluate the objective function.
5. Determine the best candidate solution \( \rightarrow X_{\text{best}} \).
6. For \( t = 1 \) to \( T \)
7. Update number of decision variables for Botox injections using Equation (49).
8. For \( i = 1 \) to \( N \)
9. Determine the variables that are considered for Botox injection using Equation (50).
10. Calculate the amount of Botox injection using Equation (51).
11. For \( j = 1 \) to \( Nb \)
12. Calculate the new position of the ith BOA member using Equation (52).
13. End
14. Evaluate the objective function based on \( \rightarrow X_{\text{new}} i \).
15. Update the ith BOA member using Equation (53).
16. End
17. Save the best candidate solution obtained so far.
18. End
19. Output the best quasi - optimal solution obtained with the BOA.

End the BOA.

**IV. RESULTS AND DISCUSSIONS**

**Experimental Setup**
Different software and hardware setups were used to conduct the suggested study. The specifications for the proposed system are listed in Table 3. It was determined that these specifications worked well for teaching huge amounts of data.

<table>
<thead>
<tr>
<th>Hardware</th>
<th>Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation Scheme</td>
<td>Windows-10</td>
</tr>
<tr>
<td>CPU</td>
<td>17</td>
</tr>
<tr>
<td>Memory</td>
<td>8</td>
</tr>
<tr>
<td>Development situation</td>
<td>Python 3.6</td>
</tr>
</tbody>
</table>

**Performance Metrics**
The four data prediction situations in intrusion detection are known as "TP," "FN," "TN," and "FP," with the following definitions for each

1) **TP (True Positive):** Both the actual label and the predicted label are positive.
2) FN (False Negative): The actual label is positive, while the predicted label is negative;
3) TN (True Negative): Both the actual label and the predicted label are negative;
4) FP (False Positive): The actual label is negative, while the predicted label is positive;

The confusion matrix collected from the above four situations is exposed in Table 4.

Following the above description, to evaluate IDS performance, three metrics are frequently employed: detection rate (DR)

As illustrated in (54), coverage is a measurement of the classifier's capacity to recognize positive examples, and detection rate (DR) is a measure of coverage.

\[ DR = \frac{TP}{TP+FN} \]  

(54)

To evaluate how well a model does at classifying samples, you may look at its accuracy, distinct as the proportion of precise predictions compared to the total trials, as shown in (55).

\[ Accuracy = \frac{TP+TN}{TP+FN+TN+FP} \]  

(55)

The percentage of all negative events is accounted for by the false alarm rate (FAR), which is defined as (56).

\[ FAR = \frac{FP}{TN+FP} \]  

(56)

Types of Attacks Classification Validation

Table 5 summarizes the analysis of different types of attacks in IoTID20 Dataset

<table>
<thead>
<tr>
<th>Category</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>DR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirai</td>
<td>98.67</td>
<td>99.08</td>
<td>98.61</td>
<td>98.80</td>
<td>98.71</td>
<td>98.66</td>
</tr>
<tr>
<td>Scan</td>
<td>99.09</td>
<td>98.53</td>
<td>98.14</td>
<td>98.33</td>
<td>98.89</td>
<td>98.06</td>
</tr>
<tr>
<td>Normal</td>
<td>98.96</td>
<td>98.00</td>
<td>99.00</td>
<td>99.00</td>
<td>98.04</td>
<td>98.98</td>
</tr>
<tr>
<td>Dos</td>
<td>98.30</td>
<td>98.32</td>
<td>98.51</td>
<td>98.41</td>
<td>98.29</td>
<td>98.59</td>
</tr>
<tr>
<td>MITM</td>
<td>99.14</td>
<td>99.08</td>
<td>99.11</td>
<td>98.63</td>
<td>98.19</td>
<td>98.91</td>
</tr>
</tbody>
</table>

Fig 1. Graphical Analysis of Types of Attacks Classification.
Table 5 and Fig 1 presents an examination of various attack kinds, such as MITM (Man-in-the-Middle), Mirai, Scan, Normal, and DoS. The table showcases various performance metrics such as accuracy, F-score, detection rate (DR), precision, recall, and false alarm rate (FAR) for each attack category. Mirai exhibits high accuracy (98.67%) and precision (99.08%), with strong recall (98.61%) and F-score (98.80%). Similarly, Scan shows excellent performance with accuracy (99.09%), precision (98.53%), recall (98.14%), and F-score (98.33%). Normal traffic also demonstrates strong metrics across the board, indicating a well-balanced classification. DoS and MITM attacks display competitive performance, with accuracy ranging from 98.30% to 99.14% and precision, recall, and F-score values hovering around the high nineties. These results underscore the classification model's ability to reliably identify and differentiate between various types of network attacks.

Classification Validation of Various Models

Table 6 presents the classification analysis of the suggested CNN-BiGRU-AAM model compared to other existing models.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>DR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>88.32</td>
<td>87.97</td>
<td>87.40</td>
<td>87.69</td>
<td>89.13</td>
<td>76.37</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>92.73</td>
<td>89.65</td>
<td>88.32</td>
<td>89.92</td>
<td>91.58</td>
<td>78.81</td>
</tr>
<tr>
<td>GRU</td>
<td>95.52</td>
<td>90.47</td>
<td>89.54</td>
<td>90.74</td>
<td>91.14</td>
<td>76.91</td>
</tr>
<tr>
<td>Bi-GRU</td>
<td>96.97</td>
<td>92.00</td>
<td>92.00</td>
<td>93.00</td>
<td>94.00</td>
<td>78.00</td>
</tr>
<tr>
<td>CNN</td>
<td>98.34</td>
<td>93.44</td>
<td>94.46</td>
<td>95.45</td>
<td>96.33</td>
<td>73.66</td>
</tr>
<tr>
<td>Proposed CNN-BiGRU-AAM model</td>
<td>99.18</td>
<td>96.71</td>
<td>97.92</td>
<td>97.30</td>
<td>98.61</td>
<td>72.61</td>
</tr>
</tbody>
</table>

Table 6 and Fig 2 illustrates the classification analysis comparing the proposed CNN-BiGRU-AAM model with other existing models. The LSTM model attained an ACC of 88.32%, precision of 87.97%, recall of 87.40%, F-score of 87.69%, detection rate (DR) of 89.13%, and false alarm rate (FAR) of 76.37%. Bi-LSTM exhibited improved performance with an accuracy of 92.73%, precision of 89.65%, recall of 88.32%, F-score of 89.92%, DR of 91.58%, and FAR of 78.81%. The GRU model attained an accuracy of 95.52%, precision of 90.47%, recall of 89.43%, F-score of 90.44%, DR of 90.03%, and FAR of 77.18%. Bi-GRU further enhanced the results with an accuracy of 96.97%, precision of 92.00%, recall of 93.00%, F-score of 93.00%, DR of 94.00%, and FAR of 78.00%. The CNN model achieved impressive performance with an accuracy of 98.34%, precision of 93.44%, recall of 94.46%, F-score of 95.45%, DR of 96.33%, and FAR of 73.66%. Finally, the proposed CNN-BiGRU-AAM model outperformed all other models, achieving an accuracy of 99.18%, precision of 96.71%, recall of 97.92%, F-score of 97.30%, DR of 98.61%, and FAR of 72.61%. These findings show that, in comparison to other models, the recommended model performs better in correctly classifying the provided data.

![Graphical Analysis of Various Classification Models](image-url)
Feature Selection validation

Table 7 compares the analysis accuracy results both with and without the choice of PCOA features.

Table 7. Accuracy Analysis Both with And Without the Choice of PCOA Features

<table>
<thead>
<tr>
<th>Technique</th>
<th>Without Feature Selection</th>
<th>With PCOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>92.3</td>
<td>95.9</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>93.7</td>
<td>96.8</td>
</tr>
<tr>
<td>GRU</td>
<td>94.8</td>
<td>97.3</td>
</tr>
<tr>
<td>Bi-GRU</td>
<td>95.5</td>
<td>97.9</td>
</tr>
<tr>
<td>CNN</td>
<td>96.8</td>
<td>98.2</td>
</tr>
<tr>
<td>Proposed CNN-BiGRU-AAM model</td>
<td>97.6</td>
<td>99.2</td>
</tr>
</tbody>
</table>

Table 7 and Fig 3 presents an accuracy analysis comparing the performance of various techniques with and without PCOA feature selection. Without feature selection, the LSTM model achieves an ACC of 92.3%, which increases to 95.9% when PCOA is applied. Similarly, the Bi-LSTM model demonstrates an accuracy improvement from 93.7% to 96.8% with PCOA. The GRU model's accuracy rises from 94.8% to 97.3% with PCOA, while the Bi-GRU model sees an increase from 95.5% to 97.9%. For the CNN model, the accuracy improves from 96.8% to 98.2% with PCOA. Notably, the proposed CNN-BiGRU-AAM model achieves an accuracy enhancement from 97.6% to 99.4% with the application of PCOA feature selection. These results highlight the efficiency of PCOA in raising the precision of various techniques in the classification task.

Fig 3. Graphical Validation of Feature Selection.

V. CONCLUSION

This study offers a thorough method for improving network anomaly IDS in IoT environments, in conclusion. The suggested system guarantees the accuracy and dependability of the input data by utilising the IoTID20 dataset and applying rigorous data preprocessing methods. By utilising mechanisms inspired by nature and derived from pine tree reproduction processes, the Pine Cone Optimisation algorithm (PCOA) for feature selection improves anomaly detection efficiency. Furthermore, the effective classification of intrusion detection events using CNN-BiGRU-AAM demonstrates the capability of deep learning. Additionally, the creative application of the Botox Optimisation Algorithm (BOA) for
hyperparameter tuning shows how to optimise model performance in a way that is human-inspired while maintaining the highest level of accuracy in anomaly detection tasks. The experimental findings demonstrate the efficacy of the recommended techniques, attaining a 99.2% maximum accuracy. These findings demonstrate the possibility of enhancing the security and dependability of IoT networks through the integration of deep learning methodologies and advanced optimisation techniques. All things considered, this research makes a significant contribution to the advancement of IDS for network anomalies, opening the door to more reliable and effective cybersecurity solutions in Internet of Things environments. Future research could examine the scalability, real-time execution, and robustness testing of suggested approaches to ensure wider relevance.
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