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 Abstract – Malignant melanoma is a well-known and deadly form of cancer that originates from epidermal melanocytes in 

humans. Early detection of such diseases, including various forms of cancer, is necessary for speeding up diagnosis and 

enhancing patient outcomes. A novel transfer learning-based ensemble-deep learning model was presented for diagnosing 

diseases at a preliminary stage. Data augmentation was used to increase the dataset, and integration of Inception-v3, 

DenseNet-121, and ResNet-50 techniques, along with an ensemble method, was employed to overcome the scarcity of 

labeled datasets and increase the accuracy as well as make the model more robust. The proposed system was trained and 

tested employing the International Skin Imaging Collaboration (ISIC) dataset. The suggested ensemble model gained the 

best performance, producing 98% accuracy, 98% area under the curve, 98% precision, and 98% F1 score. The proposed 

model outperformed the existing state-of-the-art models in disease classification. Furthermore, the proposed model will be 

beneficial for medical diagnosis and reduce the incidence of various diseases. 
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I. INTRODUCTION 

Tumors form when normal cells have genetic abnormalities that cause them to grow uncontrollably, leading to cancer. 

Tumors can be classified as either malignant (cancerous) or benign (non-cancerous) [1]. Malignant tumors can damage 

tissue nearby and spread to other areas of the body. The skin is the largest organ of the human body, covering an area of 

about 20 square feet, and is essential for sensing pressure, temperature, and touch. Significant environmental changes have 

led to an increase in the incidence of skin diseases in humans. Skin cancer, including both melanoma and non-melanoma, 

is increasingly recognized worldwide, particularly in Caucasian populations [2]. It is the most common type of cancer 

worldwide, with more than 3.5 million cases diagnosed annually, including breast, lung, and colon cancers [3]. Melanoma 

claims a life every 57 seconds. As with all cancers, early screening and detection offer the best chance for a full recovery. 

Early detection of skin cancer shows a promising ten-year survival rate of 94%. However, this rate drops significantly as 

the cancer progresses to later stages. In the case of melanoma, the ten-year survival rate drops to only 15% when diagnosed 

at an advanced stage. Melanoma is challenging to diagnose early and can be complex and tough to understand, even for 

experts. Therefore, simplifying the diagnostic process can be advantageous for professionals [4]. The broad classification 

of skin lesions in dermatology complicates automatic skin cancer diagnosis. However, several automated methods have 

been developed by researchers for the detection and diagnosis of skin cancer [5]. There were two primary issues with skin 

image categorization systems: insufficient data and image quality. To categorize skin images, traditional methods required 
extensive preprocessing, segmentation, and feature extraction. Nevertheless, today, machine learning (ML) can perform 

categorization tasks without manual feature extraction because of AI developments that are comparable to those seen in 

popular tech use. Recently, there has been a trend of using ML approaches to diagnose cancer. ML algorithms have 

increased the accuracy of cancer prediction by 15% to 20% within the last 20 years. Deep learning (DL) is a fast-developing 

topic with a wide range of possible applications and one of the best ML techniques for classifying and identifying images 

[6]. 

This paper introduces an innovative Transfer learning with an Ensemble -DL model with the purpose of early skin 

disease recognition and different state-of-the-art algorithms are compared for this reason. The developed model is 

undergoing extensive training to address the drawback of a poorly imbalanced dataset, data scarcity, and image quality in 

the existing skin image categorization systems and how it could affect the accuracy of the model. Even though maximum 

papers achieved outstanding accuracy, there are some overfitting issues, and the model could be performing nicely for 
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particular classes. So, we are therefore attempting to fill those gaps. The research focuses on improving the early detection 

of skin diseases, mainly cancer, given its rising global prevalence. This motivation to offer healthcare professionals 

enhanced resources for timely diagnosis, potentially saving lives. The research is driven by the urgent need to improve 

diagnostic accuracy, particularly for skin cancer, where early detection significantly improves patient outcomes. 

The primary contribution of the study is as follows: 

 We have designed an Ensemble DL model for the classification of skin cancer.  

 We used data augmentation techniques for improved dataset size, enhanced generalization, robustness to variability, 

balance classes, and Reducing Annotation. 

 In our research, we have used transfer learning as a base model, and we have fine-tuned the transfer learning model 

according to our research. 

 We have conducted several experiments, including different combinations of base learners, different optimizers, 

and a set of learning rates. 

 

II. LITERATURE REVIEW 

Several scholars have delved into several studies to increase efficacy in the field of skin cancer classification over the years. 

Here, we present some notable and recent studies on skin cancer research. 

Early detection of skin diseases can save lives. To address this, Nigar et al. [7] suggested a new DL model for analyzing 

six familiar skin conditions: actinic keratosis, benign keratosis, melanoma, basal cell carcinoma, insect bites, and skin acne. 

They compared different algorithms employing standard datasets and discovered that convolutional neural networks (CNN) 

achieved the highest accuracy at 97%, with precision, recall, and F1-score all at 91%. In another study, Riaz et al. [8]  

proposed a joint learning system combining CNN and Local Binary Patterns (LBP) and linked features from both 

architectures and testing on a skin cancer dataset. Results demonstrated that the fused architecture acquired 98.60% 

accuracy and 97.32% validation accuracy, showing robustness. Lakshmi et al. [9] developed a Hybrid AI Model (HAIM) 

for skin cancer classification by using different representation techniques for feature extraction and an efficient 

Exponentially Weighted and Heaped Multi-Layer Perceptron (EWHMLP) for classification. The HAIM included Curvelet 
(CurT), Contourlet (ConT), and Shearlet (SheT) transforms for feature extraction. While MLP was appropriate for 

classification, weight learning was tough, and optimization was often required to converge, leading to instability. To 

address this, EWHMLP was designed, and results indicated that the combination of these transforms performed 98.33% 

accuracy in multi-class classification on the PH2 database. In another study, Ogundokun et al.  [10] introduced a hybrid-

deep CNN architecture for skin cancer identification, combining two main heuristics: Xception and MobileNetV2 models. 

They presented data augmentation to balance the dataset and used transfer learning to manage challenges related to the 

lack of labeled datasets. Xception, alongside MobileNetV2, delivered the best performance and performed 97.56% 

accuracy, 97.00% area under the curve, 100% sensitivity, 93.33% precision, 96.55% F1 score, and 0.0370 false positive 

rate on the evaluated dataset. 

Natha et al.  [11] incorporated Contourlet Transform (CT) and Local Binary Pattern (LBP) techniques to identify skin 

cancer image features accurately. To handle computational costs and overfitting, they employed Particle Swarm 

Optimization (PSO) to select key features and used a Support Vector Machine (SVM), Random Forest (RF), and Neural 

Networks (NN) for classification. SVM had the quickest training time (0.0458 seconds), followed by NN (0.08730 seconds) 

and RF (0.1622 seconds). SVM and NN are appropriate for real-time applications, and their model performed the highest 

accuracy of 86.9% compared to state-of-the-art models. After reviewing the entire literature, we discover particular Skin 

cancer-related limitations. 

 The drawbacks of the dataset include the primarily fair-skinned representation, which may distort results; also, the 
preponderance of small lesions in the current datasets presents difficulties for training because of data scarcity, 

imbalance, and limited diversity  [12], [13], [14]. 

 Despite progress, there is still a need to address the scaling of datasets through extensive augmentation and analysis 

of enriched imaging data, such as hyperspectral images [15]. 

 Time-consuming classifier training hampers efficiency because boosting techniques have a slow convergence time, 

and high-dimensional feature sets are complicated [16]. 

 While algorithms show unique strengths, the persistent challenge of optimization and generalization gives a notable 

gap in algorithmic applicability [16]. 

 The strength and robustness of dermatological studies need to be improved by the low generalizability of study 

populations concerning age, skin type, and risk profiles [17]. 

 It is essential for comprehensive data augmentation techniques, such as synthetic image generation through GANs, 

to emphasize a gap in improving model resilience and adaptability to different scenarios [18]. 

 Extracting features from skin lesions faces notable accuracy constraints, posing a crucial gap in the accuracy and 

reliability of diagnostic systems [5]. 

 Despite improvements, frameworks still require work on high complexity in terms of time and memory usage, 

defining a marked gap in computational efficiency and scalability [19] 
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III. PROPOSED METHODOLOGY 

The research was conducted in several steps. Each of the steps is described as follows: 

Data Collection and Augmentation 

In our research, we have used the International Skin Imaging Collaboration (ISIC) dataset, and this set consists of 2357 

images of malignant and benign oncological diseases. All images were sorted according to the classification taken with 

ISIC, and all subsets were divided into the same number of images, except for melanomas and moles, whose images are 

slightly dominant. The data set contains the following diseases: actinic keratosis, basal cell carcinoma, dermatofibroma, 

melanoma, nevus, pigmented benign keratosis, seborrheic keratosis, squamous cell carcinoma, vascular lesion. After that, 
we converted the dataset into two classes: Benign and Melanoma. We assumed that the use of subpar devices by unskilled 

users would be the most frequent issue related to the practical implementation of the suggested strategy in isolated rural 

locations in terms of image quality degradation. Because the camera was used in real-world situations, motion blur, 

overexposure, and low resolution of the user device camera are predicted to affect the photographs. Resolution 

downsampling: To meet the neural network's minimum input size requirement, the original images were down-sampled to 

32 ~ 32 (64 ~ 64, 96 ~ 96, and 192 ~ 192) pixels and up-sampled to 224 ~ 224 pixels. As there is a limited number of 

samples in the dataset, we increase the dataset using data augmentation techniques. We have performed scaling, rotation, 

zoom, and height width shifting. We used a range for performing these techniques as an example. Rotation range ± 15 

degrees means that the image rotated from -15 degrees to +15 degrees from its original position. The sample of the dataset 

is shown in Fig 1. 

 

                             
a) Melanoma         b) Benign 

                                              Fig 1. Sample of the Dataset. 

 
Proposed Model 

In the research, firstly, we employed transfer learning models, namely Inceptionv3, ResNet50, and DenseNet121. In the 

transfer learning models, we have customized the models according to our research. Since the final fully connected layers 

were utilized to categorize ImageNet's 1,000 classes, they have been eliminated. A modification is made by freezing all of 

the pre-trained layers' weights to tackle the new classification challenge. The model is extended by the addition of two 

fully connected layers. The fully connected back layer's output provides the classification for every class. After customizing 

the transfer learning models, we used them as base learners of the ensemble model. In our research, we have proposed a 

novel ensemble model. Once the pre-trained models were deployed one at a time, we went up to the transfer learning 

ensemble. Using weighted average approaches, we ensembled to consider all potential combinations of classifier models. 

Since the fundamental results of the base models might affect the ensemble outcomes, the weighted average ensembles 

have particular implications on the ensembled outcome. Consequently, the model with the highest performance level 

supersedes the others. Assume for the moment that we have 'C' test instances and 'S' pre-trained models. An instance, each 

model categorizes Ci into one of the pre-established groups from the n class. Hence, a model Sj provides a softmax 

probability distribution vector (prb[]) of size n class for each instance Ci. As a result, the output is: 

 

Model 1: 

prb11, prb12, prb13, ..., prb1n ::: prb21, prb22, prb23, ..., prb2n :::: ...prbC1, prbC2, prbC3, ..., prbCn 

 
Model 2: 

prb11, prb12, prb13, ..., prb1n ::: prb21, prb22, prb23, ..., prb2n::: ...prbC1, prbC2, prbC3, ..., prbCn 

 

Model 3: 

prb11, prb12, prb13, ..., prb1n ::: prb21, prb22, prb23, ..., prb2n:::...prbC1, prbC2, prbC3, ..., prbCn 

 

Here, Models 1 to 3 represent the three pre-trained models, and prb_ij means the softmax probability that the instance 

i belongs to class j.C means the number of test instances.n define the number of classes. 

A weight based on the models' softmax probabilities is used in the weighted average ensemble technique. The related 

precision score (pre), recall score (rec), fl-score (fi), and AUC score (AUC) are produced by generating and comparing the 
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predictions of the ith model (') with the true labels (y). This, it is assumed, creates an array A = {pre, rec, f, AUC"). The 

hyperbolic tangent function is then used to calculate the weight (w) assigned to each classifier, as seen below. 

 

 w(i) =∑ tanh⁡(x)
𝑖

𝑥€𝐴(𝑖)
  (1) 

 

 Ensemble prob=
∑𝑤(𝑖)∗𝑝

𝑗
(𝑖)

∑𝑤𝑖 ⁡⁡  (2) 

 

Table 1. Hyperparameters Of Pre-Trained Models (Base Learners) 

Hyper Parameter Value 

Optimizer Adam, Nadam 

Loss Cross Entropy 

Learning Rate 0.0001, 0.00001 

Epochs 50 

                                                                                            

 
Fig 2. Proposed Ensemble Model Schema. 

 

The equation calculates these weights (1) and multiplies them by the decision scores of corresponding pre-trained 

models (DenseNet-121, ResNet-50, Inception-v3) to compute the weighted average probability ensemble. Finally, the 

proposed model is predicted the class is computed by Equation 3. 

 

 Prediction =argmax (Ensemble_prob)  (3) 
 

The graphical representation of the proposed model is shown in Fig 2, and the hyperparameters used in the pre-trained 

model are shown in Table 1. 

 

IV. EXPERIMENTAL ANALYSIS & RESULTS 

For conducting the research, we have divided our dataset into three parts training, testing, and validation .10% data was 

used for validation, and 80%data was used for training. The rest of the amount is used for testing purposes to see how our 

proposed model can perform on unseen data. We have also used Nadam and Adam optimizers and 0.0001 and 0.00001 

learning rate in the proposed model where Adam with 0.00001 performed best for the proposed ensemble model. After 

developing the model, we evaluated each one individually, operating accuracy, recall, F-score, and precision calculations. 

We also displayed the training, validation, loss, and accuracy curves for the suggested model. In the end, we calculated the 

confusion matrix to analyze the error of the model occurred. 

 

Table 2. Performance Of the Testing Accuracy, Training Accuracy, And Validation Accuracy for The Proposed Model 

Model Testing Accuracy Training Accuracy Validation Accuracy 

ResNet50 86% 76% 76% 

InceptionV3 93% 97% 83% 

DenseNet121 97% 97% 87% 

Ensemble 98% 98% 89% 

 

For several models, we evaluated the testing, training, and validation accuracy. Each model showed specific 

characteristics and performance patterns, which were indicative of variations in architecture, optimization methods, and 
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potential challenges like overfitting. Table 2 presents the testing accuracy, training accuracy, and validation accuracy of 

individual models. Let's discuss individual models and then compare them to specify which one presented the best result. 

The ResNet50 model architecture, which was optimized with Adam Optimizer, demonstrated a qualified test accuracy 

of 86%. However, its validity and training accuracy, both 76%, were relatively poor. This indicated a potential problem of 

underfitting, where the model fitted the training data, leading to poor generalization.  

In contrast, the Inception architecture, which was optimized by Nadam optimizer, achieved the highest testing accuracy 

at 93%. However, a big difference between its 97% training and 83% validation accuracy was observed. This gap indicated 

overfitting, wherein the model overly memorizes patterns in the training data, restricting its ability to generalize effectively. 
Nonetheless, its superior testing accuracy meant a powerful capability to discriminate between unseen samples, with likely 

issues of over-reliance on training data. 

The DenseNet-121 architecture, along with the Adam optimizer, exhibited a high level of testing accuracy at 97%. 

Additionally, it preserved a relatively small gap between its training and validation accuracies, with 98% and 87%, 

respectively. This suggested that the model is better at generalizing to new data, with less overfitting approximated to other 

models. Although there is a small difference between training and validation performance, the model's power to manage 

unseen data indicated that it has effectively learned and extracted features from the training set. 

After evaluating three particular models, the ensemble model was designed by incorporating their predictions. It reached 

the highest testing accuracy of 98%, corresponding to the training accuracy of 98% and a negligible validation accuracy of 

89%. This implied that the ensemble model has outstanding generalization when compared to individual models, indicating 

that it can satisfactorily predict results with new and unseen data. The ensemble model showed how collective intelligence 

may improve overall predictive performance by combining the strengths of many architectures and minimizing the 

shortcomings of each one separately. 

Every model provided specific perspectives on the relationship between architecture, optimization, and generalization. 

Although transfer learning models such as ResNet50, InceptionV3, and DenseNet-121 faced overfitting or poor 

generalization issues, merging various perspectives through ensemble approaches underscored the ability to perform better 

predictive accuracy and robustness. When we applied the ensemble model, the overfitting was reduced, and the model can 
perform best on unseen data. 

 

 
Fig 3. The Evaluation Metrics Of The   Models. 

 

In Fig. 3, the ensemble model displayed exceptional performance across all measures, with precision, recall, F-score, 

and accuracy, all at 98%. The high precision of the ensemble model, 98%, indicated its capability to identify positive 

instances while minimizing false positives accurately.  

Moreover, the ensemble model's recall score of 98% showed its ability to effectively capture an extensive majority of 

positive instances from the dataset. This high recall provided that the model can detect most of the relevant information, 

which is mainly important in applications where missing positive instances could be detrimental. The F-score of 98% 

highlighted the ensemble model's balanced performance in terms of both precision and recall.  The ensemble model 

appeared as the best performer among the evaluated models, excelling in precision, recall, F-score, and accuracy. It's 

important to train and validate metrics when assessing how well a model performs, specifically for tasks like detecting skin 

cancer. Training and validation accuracy, as well as training and validation loss, are important metrics which are shown in 

Fig 4. Loss notifies us how closely the model's forecasts match the actual data labels. Training loss indicates how well the 
model matches the data it was trained on, while validation loss measures its performance on new, unseen data, meaning 

how well it generalizes. The proposed ensemble model training testing and validation loss accordingly 0.0336, 0.0.807, 

and 0.5134, respectively. 
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Fig 4. Training And Validation Loss Of The Proposed Model. 

 
Furthermore, the model is graphically evaluated. We visualize the ROC curve and confusion matrix. The confusion 

matrix is shown in Fig 5 and in Fig 6, we displayed the ROC curve of our proposed model. The figure helped us to analyze 

the error. The figure shows that the proposed model did not make any error in classifying the class melanoma; on the other 

hand, among 250 benign instances, the model incorrectly predicted 10 classes as melanoma. Furthermore, the model can 

accurately identify all melanoma instances. Additionally, we have calculated the Area Under the(AUC) value under the 

ROC Curve. The ROC curve demonstrated how well the model performed at different threshold values in differentiating 

between the true positive rate (Sensitivity) and the false positive rate (1-Specificity).  

 

 
Fig 5. Confusion Matrix of The Proposed Ensemble Model. 

 

 
Fig 6. ROC Curve of The Proposed Model. 

 

When the AUC is 0.98, it indicates that the model has a near-perfect capability to distinguish between the two classes. 

Put differently, the false positive rate is extremely low, but the genuine positive rate is very high. 
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In practical terms, an AUC of 0.98 suggested that the model is remarkably accurate in its predictions. For instance, if 

the model is being utilized for skin cancer classification, it means that the model can accurately identify the extensive 

majority of cancerous lesions while also maintaining misclassifications of non-cancerous lesions to a minimum. 

An AUC of 0.98 in the ROC curve represents a model with exceptional performance, presenting reliable and accurate 

predictions with minimal errors in classification. The minimal error is also observed in the confusion matrix. 

 

Discussion And Comparison of The Proposed Method with Prior Research 

 
Table 3. Compare the Proposed Model With Current State-Of-Art 

Reference  Dataset Model Performance 

[20] ISIC InSiNet Accuracy -94.59% 

[21] ISIC Transfer learning AUC-96.81 

Proposed Model ISIC Ensemble transfer learning Accuracy -98% 

We have compared our outcomes with recent research work that is presented in Table 3. Reis et al. [20], used a CNN-based 

deep learning method named InSiNet. They used several datasets in their research, and ISIC is one of them. They got 

95.59% accuracy in their research on the ISIC 2018 dataset. However, our proposed model outperformed their model. Our 

proposed ensemble deep learning achieved 98% accuracy. The other's evaluations were also higher in our research 

compared to them. In another work  [21], the author used the ISIC dataset. For classifying the skin cancer, they used a 

transfer learning model, namely EfficientNet.To evaluate their model, they have calculated the AUC value in their research. 

Their average AUC value was 96.81%, whereas the AUC value also evaluates our proposed model, and we got 100% AUC 

for each class. Therefore, the proposed model is surprised by their model. 

 

V. CONCLUSION 

Contemporary advancements in skin disease recognition, mainly in the realm of early skin cancer detection, have shown 
promising results with the novel deep-learning models. This work advances the rapidly expanding field by introducing a 

novel Transfer learning model with an Ensemble-Deep learning model designed for the classification of skin cancer. After 

a thorough analysis of the literature, it is clear that even though many models have demonstrated impressive accuracy rates, 

challenges, including imbalanced datasets, a lack of data, and poor image quality, continue to impede ideal performance. 

Our model aims to address these challenges by using balanced datasets, applying data augmentation techniques, and 

focusing on enhancing overall model robustness. The findings of this study provide worthy insights into the development 

of more influential skin disease recognition models, and our Transfer learning with an Ensemble-deep learning model 

proposes a promising solution to the challenges faced in the field, aiming to enhance early detection rates and eventually 

protect lives. Future research should highlight comprehensive data augmentation techniques, analyze the use of 

hyperspectral images for richer data analysis, and focus on enhancing model resilience and adaptability to diverse scenarios. 

Additionally, efforts should directed toward enhancing the generalizability of models across various demographics and 

skin types. The identification of skin diseases can progress by resolving these issues, offering healthcare professionals 

improved tools for proper and timely diagnosis, thus positively impacting patient care and outcomes. 
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