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Abstract — In the current field of industrial engineering, Engineering Change Management (ECM) has become a vital
factor for preserving product quality and encouraging new ideas. This paper aims to understand how the management of
the ECM processes is done at a global automobile firm particularly in the case of Engineering Change Requests (ECR).
This study reveals that over 70 new ECRs are created daily, and in the past 10 years, over 120,000 ECRs have been
recorded; it stresses the need for better Information Systems (IS) to tackle this problem. This research will employ the
Knowledge Discovery in Databases (KDD) framework and text mining to analyze historical ECR data in a bid to make
recommendations that should assist to enhance ECM effectiveness and decision making. The findings showed that text
mining process consists of data extraction and data pre-processing, document segmentation and tokenization, removal of
stopwords, stemming of words and word vector generation yielding 5,783 unique terms or keywords. Through cluster
analysis, it was possible to identify common problem areas with some damage in the ECRs. We included keywords
frequencies and clusters for Projects A, B and C; which aided in identifying specific project issues and trends with each
project. For instance, in Project A, the term frequency and potential issues were pointed out; however, Projects B and C
had differences in the term frequency distribution, which helped to pinpoint the common problems and direct further ECM
enhancements.

Keywords — Engineering Change Management (ECM), Knowledge Discovery in Databases (KDD), Engineering Change
Requests (ECR).

I. INTRODUCTION

Knowledge Discovery in Databases (KDD) [1], which came into existence in the 1980s, is an effective approach to
understanding big data, machine learning, and artificial intelligence. The most conspicuous definition of KDD was posted
in 1996 by Fayyad, Piatetsky-Shapiro and Smyth [2] as the identification of hidden patterns in the data that are significant,
novel, perhaps useful, and comprehensible. This definition can also be extended to the definition of the concept termed as
“Data Mining” (DM) or text mining. In fact, in the present literature concerning Data Mining (DM) [3] and KDD, the two
terms are interchangeably or with not much distinction. Classical KDD techniques [4] define DM as a step in the KDD
procedure that involves extracting knowledge. This step also includes selecting and preparing suitable data from different
sources, as well as accurately interpreting the outcomes of the mining process. Common DM techniques encompass text
mining, concept description, time-series analysis, association rule mining, clustering analysis, classification and prediction
[5]. Over the past 20 years, the area of KDD has gained significant attention across various fields, including
telecommunications, banking, marketing, and scientific analysis.

In the present-day business, there are several Engineering Changes (ECs) [6] that involve altering the fits, functionalities,
materials, dimensions, and other aspects of a product and its elements after the plan has been approved. In 2005, Ford, GM,
and DaimlerChrysler solely focused on quantifying the internal ECs within their supply chain [7]. The combined annual
revenue for the three enterprises was 350,000 ECs. The projected cost for each EC, including hidden expenditures, was
$50,000 [8]. The significant magnitudes and expenses of ECs underscore the need of engineering change management
(ECM). Over the past few decades, numerous companies have prioritized enhancing their efficiency in implementing
electronic commerce (ECs). In order to streamline the bureaucratic EC process, Workflow Management Systems (WfMS)
[9] were implemented to facilitate the smooth passage of ECs. Consequently, a substantial amount of information regarding
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the process is kept [10]. Nevertheless, it has become evident that efficiency alone is not the sole critical factor for success.
Companies must also enhance their effectiveness, enabling them to implement appropriate modifications at the optimal stage
of the design process [11]. However, corporations receive limited assistance in their decision-making process, and the
individuals involved in the process typically perform these activities manually [12]. Locating information in modern systems
can be exceedingly challenging, particularly when the data is dispersed across various databases and necessitates the use of
numerous applications or systems. Therefore, a significant amount of time during the EC process is dedicated to information
retrieval [13].

In organizations that engage in the design and production of intricate items, particularly those that are customized, it is
common for alterations and adjustments to occur during the product's development. Several of these modifications are
explicitly instigated by the client as fresh demands, or by the organization as altered specs or production adjustments.
Engineering Change Requests (ECRs) can be made prior to, during, or after production. The later these occurrences happen,
the greater the amount of time and effort needed to carry them out [14]. Modifications may also arise throughout the
utilization of a product as a result of design flaws, the need for replacement parts, or enhancements made towards the end of
the product's lifespan. The usage of ECRs affects many departments in a firm such as engineering, sales, production,
purchasing, inventory control, accountancy, and many others. Since speed to market is one of the key factors of competition,
ECRs are better to be managed efficiently and accurately. However, the procedure can lead to important costs due to waste,
delay, new acquisitions and replacement of the components stock [15].

To manage the requirements in Product Development Processes (PDPs), Engineering Change Requests (ECR) is one of
the solutions. The concept of ECM encompasses the elements of integration of development activities, inspection and other
related activities [16]. The scope of this task includes overseeing and supervising the procedures involved in implementing
and tracking changes inside an organization [17]. Engineering changes are regarded as alterations to previously distributed
papers or components [18]. The products and their design and production methods eventually reflect these factors [19].
Iterative methods are particularly required in complex and large-scale undertakings. However, the mere act of generating
such a request requires time and other resources and does not contribute value. We are of the opinion that ECM, particularly
the establishment of ECRs, can be enhanced by bringing to light concealed, yet valuable, knowledge. That information can
be located in the ECM history. Enhancements in knowledge generation and data administration can expedite the achievement
of development outcomes. Organizations can gain a competitive edge by recognizing that the outcome of a PDP [20] is not
just the physical product, but also the data and knowledge about how to generate future products. These artifacts, which are
created during the development process, are commonly gathered in a unified product information model. Thus, it is clear
that there are apparent advantages to be gained from implementing KDD. KDD can be utilized to identify parallels between
ECR and extract patterns.

This study seeks to apply the KDD framework and Text Mining techniques to convert ECR data into valuable information
that would improve the efficacy and decision-making of ECM processes. This research aims to fill the existing research gap
in the current management practices and aims to establish the possibility of enhancing the effectiveness of change
management programs in global automobile firms through the use of advanced data study tools. The rest of the paper has
been arranged as follows: Section Il reviews related works on Engineering Change Management (ECM), Knowledge
Discovery in Databases (KDD), and Engineering Change Requests (ECR). Section Il provides a review of the data and
methods concerning the KDD framework, ECM, and data collection. Section IV and V provide a critical survey and
discussion of the results obtained in this research. Lastly, Section VI provides a conclusion to the research, and recommends
future research works on data science solutions in improving ECM practices to be more responsive, effective, and effective
for various organizational goals.

Il. RELATED WORK

Knowledge Discovery in Databases (KDD) [21]-[25] is the systematic process of deriving valuable and beneficial knowledge
from a dataset. The process of knowledge extraction is crucial for obtaining vital information, and indiscriminate data mining
can potentially result in meaningless patterns, posing significant risks. Fig 1 illustrates the sequential process of knowledge
discovery. The KDD process can be structured using the process model developed by Kurgan and Musilek [26], Rotondo
and Quilligan [27], and Wu et al. [28]. The process is fundamentally iterative, beginning with the selection of data, followed
by preprocessing to change it into a more digestible format. DM algorithms are then applied to the transformed data, and the
results are interpreted. Incorporating Business Understanding as the initial step, Plotnikova, Dumas, and Milani [29] and
Wiemer, Drowatzky, and lhlenfeldt [30] extended the process, aligning it with the CRISP-DM model's phase [31]. It is
crucial for the successful execution of a KDD project and acts as a guide for applying data mining projects. The model
encompasses all essential phases and tasks, together with their interconnections, presented as a cyclic process model.

In [32], engineering changes (EC) have been considered to be an indispensable component of production design. They
are utilized to enhance and modify items or to achieve a predetermined state of the product that has not been attained due to
a specific issue. However, ECs also occupy a significant portion of the development capacity in industry, ranging from 30%
to 50% and occasionally even up to 70% [33]-[35]. This highlights the imperative of effectively managing ECs in order to
avoid either stifling its growth through excessive adjustments or squandering the opportunity for a successful product. In a
case study conducted by Marks et al. [36] and Eisenhardt and Martin [37], five solutions for dealing with ECs were identified:
prevention, frontloading, effectiveness, efficiency, and learning. Nevertheless, EC Managers have a deficiency in
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understanding the mechanisms or patterns within the organization that are necessary to properly implement the strategy. To
enhance the efficiency of ECs, it is necessary to understand the company-specific mechanisms of previous ECs that had a
lengthy lead time. Examples of such mechanisms or patterns could include ECs that involve more than five departments and
occur quickly after a Design Freeze, often with a significant lead time. Typically, these patterns are not present in firms,
which means that the measures chosen typically do not result in a desire to enhance the ECM.

Text mining [38], also known as Knowledge Discovery from Text (KDT) [39], was first introduced in [40]. It involves
using machines to analyze text. This approach incorporates methodologies from information extraction, natural language
processing (NLP), information retrieval, and integrates them with the systems and techniques of statistics, KDD, machine
learning, and DM.
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Fig 1. Knowledge Discovery Steps.

Therefore, one follows a comparable approach to the KDD process, but instead of analyzing data in general, the focus is
specifically on text texts. These findings give rise to additional inquiries regarding the employed data mining techniques
[41]. An issue arises when we are faced with unstructured data sets from the perspective of data modeling. Zheng et al. [42],
Haddow et al. [43], Dunne et al. [44], Bizer et al. [45] focuses on addressing issues related to text representation,
categorization, clustering, information extraction, and the identification and modeling of concealed patterns. According to
Abu-Salih [46], the selection of characteristics and the impact of domain knowledge and domain-specific techniques are
crucial in this context. Consequently, it is typically required to modify existing DM algorithms so as to analyze text data. To
accomplish this, individuals often depend on the expertise and findings of studies in data retrieval, NLP, and information
extraction.

I1l. DATA AND METHOD

KDD Framework

KDD can be considered as the general framework for learning from large databases with the use of Al principles, database
management, statistical, and machine learning approaches. Originally introduced in the late 1980s, KDD has been expanded
through several stages which are critical in helping to convert large amounts of raw data into useful knowledge [47]. As
stated by Rudolph [48], KDD is described as the nontrivial procedure of finding understandable, valid, possibly useful, and
novel patterns within data sets. In [49], it is clear that the KDD process is iterative and includes selecting data, formulating
the data, altering the data, DM, and interpreting the data. The first step in the KDD procedure is the selection of the data
source, which involves defining the necessary datasets and obtaining them from different sources in the organization.

Table 1. Attributes of ECR Data

Attribute Description References
Product Design Modifications in product design specifications [50, 51, 52, 53, 54]
Materials Changes in materials used [55, 56, 57]
Dimensions Alterations in product dimensions [58]
Functionality Adjustments in product functionality [59, 60, 61]
Date of Creation Timestamp when the ECR was created [62]
Responsible Department Department or team responsible for the ECR [63, 64]
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We investigate a large German automobile company with a multifaceted, federal, and decentralized ECM process that is
backed by information systems. This manufacturer produces several automobile products every year, which requires a strong
product development department. Due to the large scale of operations, approximately 70 new ECRs are created daily, which
contain essential information outlined in Table 1 that includes features like design change, material, dimension, and
functional change. Data preprocessing in the setting of the KDD process entails data transformation, data integration, and
data cleaning to advance the quality and compatibility of the data. Outlier detection and normalization are used to make the
dataset ready for the further data mining process. Classification and clustering systems are then used to analyze the large
data set of over 120000 ECRs collected over the last decade. These findings are essential in analyzing changes in the creation
and resolution of ECRs and in the use of past data to shape future change management.

ECM and Its Challenges

ECM is a key process in industries that are elaborated in the advancement of complex products that assist in the management
of Engineering Change Requests (ECRs). ECRs include changes in product design, material, size, and use, which are carried
out internally and by outside parties. ECRs are crucial for maintaining product integrity, shortening development cycles and
controlling the costs of change [65]. In practice, therefore, the concept of ECM within our study setting refers to a process
that is defined in advance and applied through the use of an IT scheme to address the high ECR throughput. The structure
also helps to guarantee that changes are assessed thoroughly, authorized according to a set of guidelines, and integrated into
the different product lines without incident. Interviewing 16 out of 40 guideline-based contributors, challenges in ECM have
emerged, highlighting the difficulty of incorporating newly generated ECRs with historical data for a more comprehensive
improvement process.

Data Collection and Study Context

In this research, we concentrate on a global automobile firm with a large research and development division and a diverse
range of products. Thus, the corporation handles about 70 new ECRs per day regarding various products, which indicates
the nature and scope of engineering within the company. Semi-structured interviews were conducted following guidelines
with 16 participants focusing on the qualitative aspects of ECM practices, barriers, and potential enhancements. These
interviews were designed to focus on current practice, to gain an understanding of patterns in ECR creation and resolution,
and to determine the use of previous ECR information [66]. The participants in the interviews were purposively chosen to
include employees from the engineering, project management, manufacturing, and quality assurance departments in order
to obtain a broad insight into the ECM processes.

Semi structured interviews were directed by a set of queries to maintain consistency and elaboration of data collection
and included questions about ECR work flow, decision making criteria, stakeholders, and technological tools in change
management. The study setting offered a wealth of contextual information that helped to illuminate the nature of ECMs
within a complex organizational environment. Another source of data collection was the examination of historical records
and documentation of previous ECRs to compare interview results with historical information about change management
practices and organizational experiences with previous ECRs. The use of this multimethod approach helped in data source
triangulation, thereby increasing the reliability and validity of the study findings. During the data collection process, much
attention was paid to ethical concerns such as anonymity, voluntary participation, and compliance with data protection rules.

IV.RESULTS
By conducting interviews, we were able to preserve a comprehensive comprehension of the firm within the framework of
the analysis. A crucial element is to determine the available support alternatives for future ECRs by utilizing and examining
the request history. Based on that foundation, we established objectives for our analysis to strategize the KDD project. Table
2 displays the objectives and potential avenues for accomplishing the goals through qualitative content analysis. Moreover,
the interviews have revealed the need to specifically uncover term occurrences, trends, and groups or subclasses in certain
features of ECRs.

Table 2. Objectives of ECR attributes to be studied

objective ECR attribute to be studied
cause of change
proof the benefit of a keyword search for key solution
issues in the change history affected products/projects

technical extent of problem
cause of change
solution
affected products/projects
technical extent of problem

formation of groups or subclasses of ECRs
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In order to evaluate our methodology, we chose a dataset consisting of 1,402 modification requests from three separate
development projects. Each project represents an automobile product that is being produced on a large scale. The data was
collected over a period of three years. This data collection contains, among other things, information regarding the source of
the change, a potential solution to the challenge, the advantages of the solution, and any relevant comments. Based on the
interviewee's statements, we chose certain criteria as outlined in Table 2. They suggested examining the similarities in the
causes of change that necessitate an ECR. Each change request includes a field for free text, in which the engineer provides
a description of the cause using several sentences.

To align text DM with numerical DM, it is necessary to see the data in a textual dataset, such as one found on the web,
as a vast data base from which we can extract novel and previously unknown data (Hearst, 1999:3-4). DM, as defined by
Hearst, is the process of (semi) inevitably uncovering trends and patterns within extensive databases, typically with the
intention of facilitating decision-making. It does not involve the process of uncovering new pieces of information within
inventory datasets. She considers 'corpus-based computational linguistics' to be akin to conventional numerical DM. In this
approach, statistical calculations are performed on extensive text collections to uncover valuable language patterns, as
illustrated in the left-hand column of Table 3 and Table 4. In addition, she discusses the relationship between corpus-based
computational linguistics and NLP. Computational linguistics enhances text and language analysis, but it does not provide
any insights into the external world. Computational linguistics encompasses several tasks such as part-of-speech tagging,
word sense disambiguation, and multilingual dictionary generation.

Table 3. Categorization of DM and Text DM Methods According to Hearst's Work in 1999

Finding patterns Finding nuggets
Novel Non-novel
Textual data Computational linguistics Real TDM Information retrieval
Non-textual data Standard data mining ? Database queries

Thus, our KDD approach includes a component dedicated to Text Mining (TM). DM and TM are (semi) automated
processes used to identify patterns in existing databases [67]. The primary distinction between the two fields is in the inherent
characteristics of the information being analyzed. DM bases on examining structured data, while Text Mining focuses on
examining unstructured data. TM is a process that identifies and extracts valuable information from texts, including
information that was previously unknown. It also organizes this information into categories. Text mining is a systematic
procedure used to extract meaningful and noteworthy patterns in order to gain insights from textual data sources. Roughly
90% of the world's data is stored in an unstructured format [68]. Unstructured data is experiencing exponential growth in the
21% century [69].

Computational text analysis [70] has emerged as a captivating area of research with numerous applications in the realm
of communication research. Implementing this strategy can be challenging due to the need for expertise in many
methodologies, and the lack of availability of the necessary software in commonly used statistical programs. However,
conducting Text Mining on such large scales can only be accomplished with technologies that facilitate the entire KDD
process. We selected RapidMiner [71] for our investigation and proceeded to model the process using the following steps:

e Access the contents of an Excel file.

Nominal to Text Data Conversion

Choose Characteristics

Substituting specific sections of the document

Segment documents into tokens.

Apply a length filter to the tokens.

Remove Stopwords

Stemming refers to the procedure of reducing words to their base or root form. Generate a word vector.

Table 4. Hearst's Publication Titled “Untangling Text Data Mining” from the Year 1999
Finding trends or - Retrieval of non-novel
Finding nuggets . X
patterns information
Standard data
Non-textual | Mning (KE)D): This
- technique "separates .
(numerical) : - o ? Database queries
signal from noise
data L o
and aids in decision
making
T?é(;rdits_g: Snel(;lg ‘Ore extraction’ Information retrieval
Textual data pus-b; * Finding syntactic and lexical * Information that has
computational . . .
S patterns in texts previously been discovered, at
linguistics)
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* Real-time TDM automatic
subcategorization data acquisition

* Using text information to
provide context for the outside
world: compares category
assignment distributions to find
novel patterns
* Finds the emergence of fresh
topics in text libraries
* Exploratory data analysis that
finds connections and generates
new theories by collaborating
between a human researcher and
text-mining technologies

least by the requisite papers'
authors
* Advanced IR: "Term
associations" are automatically
generated to help with query
expansion
* Using co-citation analysis in a
text collection to identify
overarching themes
* Using text clustering in a text
corpus to produce theme
overviews
* Text classification using a
predetermined set of labels
* Summarisation

* Web search

The following processes are typically used in Text Mining (TM) applications [72] and can be enhanced by additional
methods such as classification and regression, clustering and segmentation, and correlation and dependency computing. For
instance, in the field of clustering, numerous jobs in text mining require the arrangement of text into groups where documents
within the same group exhibit similarity, while documents from separate groups do not [73]. Clustering is the term used to
describe the grouping process. The main objective of text clustering is to either arrange information in a manner that
simplifies retrieval and search or to implement an automated classification of documents. Text clustering has been performed
in various domains. In particular, it has been used to classify crime features, including the type of crime, the location of the
crime, and the types of weapons mentioned in crime reports [74]. Moreover, it has been applied to the improvement of the
legal practice areas’ taxonomy, which facilitates classification and categorization [75]. Text clustering has been applied in
classifying the results of search query and establishing the taxonomy of documents in order to enhance document retrieval
systems, and web-based search engines [76]. Before carrying out text clustering, researchers have to describe the distances
between texts such as Euclidean distance. This distance could be computed on the initial variables or on the reduced
variables, for instance after dimensionality reduction.

Clustering approaches can be grouped into two major clusters: partitional and hierarchical [77]. Hierarchical clustering
algorithms can be categorized into two types: agglomerative and divisive. Agglomerative algorithms first treat every object
as a distinct cluster, gradually merging clusters until every object is a part of a single cluster. On the other hand, divisive
algorithms begin by grouping all items into one cluster and then recursively subdivide clusters until every item creates into
separate group. The process of combining (or dividing) groups is illustrated by dendrogram or a tree [78]. In partitional
clustering, uses have to define the number of groups beforehand. Clusters are then constructed by maximizing an objective
function, typically based on the distances between items and the centers of the groups they are assigned to. The widely-used
k-means technique is an instance of partitional clustering, as stated by Xiao and Yu [79]. An essential obstacle in clustering
is the selection of the optimal number of clusters to create. As clustering is an investigative technique, a typical approach is
to test various numbers of groups and utilize cluster valuation measures to make a decision. Two examples of quality metrics
are the silhouette coefficient and the Dunn index [80].

Typical text cleaning techniques [81] involve removing unnecessary characters such as superfluous whitespaces and
formatting tags. It also includes segmenting the text, converting it to lowercase, removing stop words, and performing word
stemming. In our experience, it can be beneficial to conduct a spell-check on open-ended surveys and other informally-
generated texts, like personal emails or SMS texts, to rectify any misspelled words. In the case of web pages, it is essentially
to eliminate HTML or XML elements as they do not contribute any significant material. Consequently, the final outcome is
text data that has been deprived of all insignificant words and characters. Text segmentation, as described by Beeferman,
Berger, and Lafferty [82], refers to the procedure of splitting text into individual phrases and words. Stop words, like
prepositions (such as “for”, “and”, “of”, and “the”) and conjunctions, are words with minimal data value that do not
significantly contribute to the definition of the prepositions. The process of “stemming” standardizes the depiction of words
that are semantically similar, such as replacing the phrases “ensuring,” “ensures,” and “ensured” with “ensure”. As these
strategies remove words, they also help decrease the quantity of the vocabulary. We performed the process and generated a
word vector by calculating term occurrences for all change requests, based on the attribute cause of change. A total of 5.783
distinct terms were identified in the dataset, allowing for analysis from various angles. Almost every ECR record contains
information on the parts that have been damaged. At this higher level of analysis, the outcomes are to be expected. However,
they provide the opportunity to conduct thorough and precise assessments.

The KDD process represents a continuous loop from transformation, data selection, data mining, preprocessing, and
result interpretation. It clearly shows the need to incorporate business understanding as a part of the first step in the KDD
procedure while ensuring that the process is optimally oriented towards the goals of the business and its ability to gain
valuable insights from the data. In Fig 2 it presents the frequency distribution of term occurrences for the entire ECR dataset
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classified into different clusters according to the keywords used. It points out the frequency of each term to help visualize
which areas are most addressed by the current ECM and may focus on in the future to improve these processes.
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Fig 3 shows the identified terms in the individual documents and how they are grouped into clusters. This useful for
understanding how often certain terms are used in various documents to gain an idea of trends and potential problems that
may occur during the engineering change process. In Fig 4, the focus is made on the term frequency of Project A only, which
outlines the frequency of the use of every keyword related to this particular project. It enables one to pick certain rhythms
and beats in a project and address them or change them individually with the aim of enhancing productivity.
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The term occurrence for Project B is presented in Fig 5 categorized into clusters. This type of mapping comes in handy
when defining the precise issues and corresponding terms of Project B so as to enable accurate management of the challenges
that may be expected in the course of the project. The distribution of the term occurrences for Project C grouped by clusters
is shown in Fig 6 to determine the current terms and trends in Project C, which is useful for developing Project C-specific
approaches and improving the ECM practices. The allocation of keywords serves as an initial step for further computations
and visual representations. Fig 7 displays a total of 1,403 records and examines the frequency of the terms “areas” and
“assembly,” as well as the occurrences of “part x,” “part y,” and “part z.” It is evident that 7 requests contain both keywords
and originate from two distinct projects (shown by the color of the dots). The following essential phases involve conducting
further Text Mining computations and subsequently interpreting and evaluating our findings. The intention is to expand the
data set and analyze practically all existing records of ECRs.
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V. DISCUSSION
The formal implementation of the engineering change process typically begins in many firms once a design project has
achieved its initial baseline, such as the “System Design Review” [83]. At this point, all project documentation is submitted
for approval and subsequently restricted from further modifications. The baseline serves as a reference point prior to
commencing new activities that require precise information, such as detailed design or production. In certain sectors, like as
the defense industry, the customer actively participates in reviewing and approving the progress made up to a certain point,
known as the baseline. Every document undergoes verification in accordance with the specifications and is then approved
for publication. After being released, documents can only be modified through the implementation of a proper EC process.
The EC process is an integral component of the broader configuration management (CM) process [84]. Any alteration to the
product or its associated documents results in a modification of the product conformation. Consequently, each time a fresh
iteration of a product document is generated, it is imperative to associate it with the appropriate persons responsible for its
production. When a defective product is reported to the company, it is essential to be able to locate the associated document
modifications with ease. This is especially crucial in the defense industry, particularly when multiple product variations are
being manufactured [85]. Therefore, the establishment of a proficient and productive EC process is vital for the success of a
CM process.

Through the analysis of the interviews, we have assessed the present state of Engineering Change Management (ECM).
Research has shown that the implementation of ECM (Electronic Control Modules) can effectively mitigate the adverse
effects of ECs (Electronic Cigarettes) [86]. In [87], ECM stands for enterprise change management, which encompasses the
organization, control, and implementation of engineering changes over the full product lifecycle, from concept assortment
to production wind-down and support [88]. The objectives of ECM are to minimize the quantity of exceptional circumstances
(ECs), to efficiently choose ECs when they arise, to properly carry out ECs, and to consistently get knowledge from the
implementation process [89]. In order to achieve these aims, a range of ECM strategies and technologies have been devised.
A number of case studies and surveys have examined the prevalence of ECM techniques and tools in various industries [90,
91, 92]. Van De Ven and Huber [93] stated that future ECM is expected to vary based on relative factors such as
manufacturing volume, product customization level, uncertainty degree, and intrinsic product intricacy. Nevertheless, the
existing research fail to clearly differentiate the contextual circumstances of various production contexts that could impact
the utilization of these methods, techniques, and technologies. Therefore, it remains uncertain if ECM strategies and tools
can be equally effective in various production situations.

Prior to initiating any KDD initiatives, it is imperative to do the Business Understanding phase. We were able to
determine the goals for our KDD methodology. Having a clear comprehension of the business allows data scientists to
pinpoint the particular data sources that are highly pertinent to the organization's goals. By evaluating the quality,
comprehensiveness, and correctness of the data at hand, individuals can make well-informed choices about data
preprocessing, cleansing, and augmentation methods in order to guarantee dependable outcomes. According to Mendonca,
Pereira, and Godinho [94], knowledge is considered to be the most intangible and immeasurable resource for organizations,
corporations, and individuals. The success of companies, educational institutes, and firms depends on the quality of
knowledge they possess. Therefore, organizations must effectively generate, find, and distribute both implicit and explicit
knowledge within the organization. They must also preserve their expertise to stay competitive in the business world [95].

Knowledge management is a form of structural activity that is dependent on context and varies in its application. Sikes
[96] outlined the five essential processes that define the information Management process of the APO. These steps include
recognizing, creating, storing, sharing, and using information. The process of identification and creation are undeniably
equivalent to knowledge discovery, and they serve as the foundation for any effective knowledge management process in
any organization [97]. Bollinger and Smith [98] emphasized that Knowledge management is the study of how to effectively
utilize and enhance an organization's knowledge assets in order to reinforce its objectives. The crucial aspect of knowledge
discovery processes is the development of knowledge systems, which can be enhanced by utilizing data mining technologies.
These technologies are particularly useful for identifying new connections among the available data. The resulting model
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can then be used to forecast, classify, and apply information as valuable assets in business intelligence [99]. Consequently,
there was a consistent occurrence of ambiguous interpretations, thus necessitating a clear comprehension of data mining and
KDD.

During the second phase, the Text Mining method produced word vectors. Through this process, we have successfully
found pertinent keywords that allow us to discern patterns within the data. Word vectorization is a technique that involves
assigning numerical values to terms in a lexicon. These vectors are applicable in multiple NLP ML models to perform tasks
such as Text Similarity, Topic modeling, POS detection, and prediction. Text mining is an emerging field in computer
science that has close ties to knowledge management, NLP, data retrieval, ML, and data mining. Text mining aims to get
valuable insights from unstructured textual material by identifying and analyzing intriguing patterns [100]. Yan et al. [101]
examine various methods for identifying global patterns in text using the “bag-of-words” (BOW) model outlined in [102].
The methods discussed include automated classification, clustering, and dimensionality reduction. The demonstration of
pattern discovery will be exemplified by two applications derived from our recent research: the display of search engine
results from a Web meta-search engine [103], and the conception of co-authorship connections inevitably derived from a
semi-structured collection of papers that describe scholars in [104]. We utilized two potential methodologies. First, we
employed findings to determine the specific circumstances that prompt change requests. Secondly, we employed data as a
foundation to create further support for individuals applying for change requests. RapidMiner enables the modeling of the
Text Mining process with the help of available requests [105]. It consists of a variable of operators that allows constructing
sufficient analysis procedure, by means of which necessary data can be viewed from different angles.

VI.CONCLUSION AND OUTLOOK

Historical ECR data contributes to the improvement of the ECM. In our study, using a real context of a global automobile
firm, we identified that there are patterns and information in ECR data, which are still rather unexplored. The interviews
with the main stakeholders provided an understanding of the significance of integrating historical data into the decision-
making process. From the 3 development projects namely Project A, B, and C, 1,402 ECRs were analyzed and meaningful
term frequency, pattern and subclasses of ECR attributes, as well as cause of change, solution, affected products/projects
and technical extent of the problem were determined. We concluded that a keyword search can be effective for the
identification of the key issues in the change history. Thus, the use of KDD and Text Mining methods enabled the distinction
of the most frequent patterns and groups or subclasses of ECRs. The studies carried out established that the integration of
KDD and Text Mining into ECM results in enhanced management of the ECRs, decreased development cycles, and
controlled costs. The repeated cycle of research and improvements helped to make our study solid and pragmatic and
highlighted the importance of the use of historical data in improving the current situations and developing new strategies
and solutions in highly technical contexts. Thus, this research highlights the prospects of data science solutions in enhancing
ECM practices to be more efficient, effective, and responsive to organizational goals.
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