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Abstract— Data preprocessing is the first step in machine learning to ensure data quality and extract useful information from datasets. 
Derived data after data processing is used for model training and has a direct impact on model efficiency. If there is no relevant and 
dispensable information in the dataset, it will be removed from the dataset to ensure data quality. Data pre-processing includes 
description of data, null value handling, categorical value coding, normalization, transformation, extraction and selection of various 
features. 
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I. INTRODUCTION 
Machine learning is a domain of artificial intelligence which focuses on data. In machine learning the data description is 
a first step in which we encode, transform the data to train the model. Data can be in different types like images, videos 
and audios etc. 
     Data needs to be preprocessed, [1] an important phase of data mining. User recognition and data cleansing are the 
methods in data preprocessing. The purpose of data cleansing is unrelated data. This current study continues to preprocess 
the data methods that include data cleansing, data integration, data transformation and data reduction. There are many 
different techniques available for data sanitization, but they do exist. Accurate metrics for some data collection issues and 
user identification of the data preprocessing is very important. 
     Data preprocessing is used to clean up data in a given pattern or direction. Discovery identifies the techniques further 
used to discover user navigation patterns. After processing, proceed to pattern analysis. This gets only the relevant 
patterns and removes the unrelated patterns. [14] Data mining is one such method for finding these patterns in an 
abundant amount of raw data. Dataset is one which affects the type and efficiency of data processing. Finding a good data 
source, also improves quality patterns and algorithms. In data preprocessing and data collection differ not only in the type 
of data available, but there are also source websites, source sizes and approaches will be processed. 
     The purpose of data preprocessing is to provide something that is reliable, structured, and integrated. Pattern 
identification, Statistical studies, clustering, classification, and much more are used to discover rules and patterns. The 
following knowledge has been discovered in the form of visual elements like charts, graphs, rules, etc. and can 
characterize, compare, predict, or classify data from a data set. 
      To preprocess data, [ 1 5 ]  we need a dataset, dataset is a collection of data. Dataset which is represented in the 
form of rows and columns. Preparing data for training a model is a very important step, because algorithms cannot work 
accurately on raw data. Proper dataset is required to solve the issues and to arrive at decisions. Before applying the 
dataset to any machine learning model which needs to be converted in a way that the algorithm understands the dataset. 
     The main aim of the data preprocessing is to ensure the quality of data to train the machine learning model, 
completeness of data set and consistency of the dataset to train the model. So, implement a command line interface (CLI) 
which will preprocess a dataset and save time. Command line interface is very easy to use, as by providing the commands 
in command prompt the data can be preprocessed. It provides the ease of access to the dataset, to fetch the data which has 
to be preprocessed and also to access the rows and columns of the dataset which is already preprocessed. 
 

II. RELATED WORKS 
When data is insufficient or contains unrelated and irrelevant information, machine learning is essential. Algorithms are 
not always right and can be difficult to understand to find the result, or they don't help at all. Therefore, preprocessing the 
data is a mandatory step in the machine learning process. This requires a preprocessing step to solve various types of 
problems, including dispensable data, noise induced data, lost data values, etc. All learning algorithms heavily rely on the 
results at this point. This is the final training set. [2] 
     Data mining algorithms search raw data sets for meaningful patterns. The data mining process requires a great deal of 
computing power for large data sets. Reducing the size can effectively reduce this cost. This is a pre-processing step 
where a dimension is removed from a given data set before it is passed to a mining algorithm. This paper explains how it 
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is often possible to reduce size with minimal loss of information. A clear classification of dimensionality reduction is 
described and techniques of dimensionality reduction are theoretically presented.[3] 
     The problem of multiple consolidation of common entity information databases is common in various fields of 
business-related activities, both in government and private sectors. The problem being studied here is termed as 
merge/purge problem and requires excess of time and money to solve both in terms of scale and precision. Big data stores 
often have many duplicate entries of information about similar entities that are difficult to put together without an 
intelligent "equilibrium theory" that identifies equivalent entries through a process complex, domain-dependent matching. 
We have developed a system to accomplish this task of data cleansing 
and demonstrated its use for cleansing a list of leads in a direct marketing application. Our results for statistically 
generated data are accurate and efficient when the data is processed multiple times and different sort keys are used on 
each pass. Combining the results of individual runs using a bridge of independent results yields much more accurate 
results at lower cost. The system provides a rules module that is easy to program and very effective in finding identical 
data, especially in environments with large amounts of data. The report of a successful database implementation under 
real conditions clearly confirms earlier results. for statistically generated data.[4] 
      Statistics and Data Mining are two domains commonly used in data analysis and knowledge discovery. While 
statistics involves applied mathematics, data mining is a multidisciplinary domain that developed from computer science, 
but both are used for the same purpose. There are many approaches that the two fields share in common. But some 
approaches used in statistics can decrease the workload of a data miner. The growth of data mining has been tremendous 
in the last decade. Its application has increased with the growth of generations of data. More and more research is being 
done in the field of databases with the help of data mining. This is because data mining can be used in advanced data 
analysis and has the potential to extract indispensable knowledge from massive data sets. It has become a new science 
and technology to meet these needs. Data mining is often referred to as solving a problem by analyzing data that already 
exists in a database. In addition to mining structured and numerical data stored in datasets, there are now an increasing 
number of interested parties who have experience mining unstructured and non-numerical data such as text and web.[5] 
     The study and analysis of this data can help in the organization of services ranging from website customization, 

system improvement, website modification to business intelligence to determine the characteristics of use. The study and 
analysis of this data can help in the organization of services ranging from website customization, system improvement, 
website modification to business intelligence to determine the characteristics of use. Web mining is the application of data 
mining techniques to extract knowledge from web data - including web documents, hyperlinks between documents, 
website usage logs, etc. Web crawling is broadly divided into crawl web content, explore web usage, and web 
structure.[6] 
 

III. METHODOLOGY 
Titanic dataset: Titanic dataset is used to preprocess. It is one of the most popular datasets used to understand the basics 
of machine learning. [7] It contains information about all the passengers aboard the RMS Titanic, which unfortunately 
sank in the depths of the Atlantic Ocean. This dataset (Fig 1) can be used to predict whether a particular passenger 
survived or not. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1. Overview of Dataset 
 
The dataset is preprocessed with different steps, The preprocessing steps are: 
     Input the data set: [8] Here titanic dataset is used. “There are several types of Machine Learning such as Supervised 
learning, Unsupervised learning etc. Here, we are writing python scripts to make a preprocessed dataset for performing 
supervised learning.” “Supervised learning consists of mapping input data (independent variables) to known targets 
(dependent variable), which humans have provided. Predicting house prices is a good example.” 
      Data description: Here we implement the functionality which will enable the users to describe the dataset properties 
like mean, max, standard deviation etc. To show main statistical details like mean, maximum, minimum, percentiles etc., 
datatype of columns of dataset uses standard library like pandas, numpy. 
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     Handling the null values: [9] The next step in data preprocessing is to deal with missing data in the datasets. If your 
dataset contains some missing data, it can cause big problems for your machine learning model. Since there are 
sometimes missing values in the data, it's important to handle them properly. Handling missing values is also known as 
data imputation.is milestone aims to rid the dataset of all null values. 
     Encoding Categorical Data: [10] Categorical data is data which can be divided into categories. Machine learning 
models work solely with math and numbers, but if your data is classified in a categorical way, it may cause trouble while 
building the model. It is necessary to convert these categorical variables into numbers in order to analyze them 
statistically. The goal of this milestone is to assign numerical values to all the categorical columns in the data. 
     Feature Scaling: [11] Feature scaling is a method of standardizing the range of an independent variable or column of 
data. To cope with large differences in column size, the data are normalized. If feature scaling is not performed, the 
machine learning algorithm usually weights larger values more heavily and considers smaller values as the lower values, 
regardless of the unit of the values. To avoid this, feature scaling is performed. 
 
There are two main ways of scaling features: 
Normalizing: [12] It is a technique to make the values in a numeric column on the dataset more comparable, you can 
simply change the scale used to display the data. This will not affect the actual values in the column, but it will make 
comparisons between the values easier. 
 
Standardizing: [13] It is a technique where the values are centered around the mean and have a uniform standard 
deviation. The mean of the attribute decreases and the resulting distribution has a uniform standard deviation. 
 
Once the preprocessing is complete, we can start downloading the preprocessed data. 
 

IV. RESULTS 
                       Table1. Preprocessed DATASET  

 
As we can see, the table above is the look we're aiming for after preprocessing the data from the "Titanic - Machine 
Learning for Disaster Prediction" dataset. Here we have used all preprocessing steps like data description, missing values 
handling, feature expansion. We were able to verify that errors and fluctuations in the original data set were reduced and 
numbered in the preprocessed dataset. The preprocessed dataset will be used for training a machine learning model with 
accuracy and consistency of preprocessed data. 
 

V. CONCLUSION 
Through this proposed method, we learned to understand a “clean” and “clean” database that is ready to use in statistical 
analysis. We have included data cleaning, data integration, and data reduction steps to ensure accuracy. Basic techniques 
can be applied to solve common problems with raw data, including missing data and data from multiple sources. Data 
preprocessing step is necessary to solve noisy data, redundant data, missing data values, etc. All learning algorithms rely 
primarily on the result of this process, which is the final training set and we can do so by selecting relevant cases and 
working in the same. High-quality data will lead to high-quality results and lower data mining costs. When the data set is 
too big, the machine algorithm may not be able to run. In this case, instance selection reduces the data and allows the 
machine learning algorithm to run and work efficiently with big data. In most cases, the missing data must be 
preprocessed to allow the dataset to be processed by the supervised machine learning algorithm. 
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