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# INTRODUCTION

Text summarization (10 Times new Roman)

1. WORK IN THIS AREA

(10 Times new Roman)

There are 2 ways to perform text summarization: first one is single document, and the other is multidocument, and the summarization further

 Considering English language, a lot of work has been done and got enhanced results for summarizing it.

1. PROPOSED METHODOLOGY
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**Fig 1**. Proposed Methodology

1. EXPERIMENTAL ANALYSIS &RESULTS

**Table 1.** Percentage of Accuracy

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Domain** | **Total** | **positives** | **Negatives** | **Percentage** |
| **Banking** |  |  |  |  |
| **Sports** |  |  |  |  |
| **Film Industry** |  |  |  |  |
| **General Knowledge** |  |  |  |  |
| **Politics** |  |  |  |  |

1. Conclusion
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