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Abstract – Opinion mining is the approach of utilizing Natural Language Processing (NLP) concepts to extract the 

public opinions on specific topics and has gained increasing significance in major text mining applications. Many 

opinion mining methods have been developed that builds a model to collect and analyse the opinions on topics from the 

blogs, reviews, comments or tweets. Recently, the application of opinion mining on medical tweets has gained immense 

research interest due to the challenge of processing unique medical terms in tweets. In this paper, an opinion mining 

framework has been developed to provide automatic extraction of opinions from medical tweets using improved 

optimization algorithms. The input tweets undergo pre-processing, and features are extracted by POS tagging and n-

grams. Then the feature subset candidates are selected using Penguin Search Optimization algorithm (pesoa) and 

Improved pesoa. In pesoa, the solution search operation is random and does not utilize exploration concept effectively in 

order to maintain simplicity. The Improved pesoa exploits this limitation and introduces a new solution search equation 

to compliment the traditional search process and an effective feature subset ranking concept. These concepts of Improved 

pesoa increase the efficiency of selecting optimal feature subsets. Once the features are selected, the final classification is 

performed using k-Nearest Neighbor (k-NN), Naïve Bayes (NB) and Support Vector Machine (SVM) classifiers to 

obtain the opinions. Experiments are conducted on medical datasets containing Cancer and drug tweets. The results prove 

that the classification accuracy for opinion mining has been increased significantly by the use of Improved pesoa than the 

traditional pesoa. 

 

Keywords – Twitter, Opinion Mining, Natural Language Processing, Naïve Bayes (NB), Penguin Search Optimization 

Algorithm, Improved Pesoa, K-Nearest Neighbor (KNN), Support Vector Machine (SVM). 

 

I. INTRODUCTION 

Sentiment analysis and opinion mining is the field of study that examines the peoples’ opinions and views towards 

different topics on products, services, organizations, individuals, issues and events [1]. Both sentiment analysis and 

opinion mining is the same field of study but some academic researchers provide distinct meanings to these terms using 

the linguistics. They define opinion mining as extraction of opinions of users and the sentiment analysis as extraction of 

emotion of users. However, these two terms are often considered as single process. Similarly, there are many names 

representing the opinion mining with a slightly different task. These tasks include opinion extraction, opinion mining, 

sentiment extraction, sentiment mining, subjectivity analysis, emotion analysis, etc. these tasks are grouped together as 

sentiment analysis or opinion mining [2]. Both the sentiment analysis and opinion mining terms are flexibly used in 

academic research works [3]. This work uses the term opinion mining as the primary term for representation of the 

research work. 

Opinion mining combines the natural language processing and text mining applications and employs techniques like 

machine learning for analysing and classifying the text as positive or negative. First the opinion mining tool or 

application collects the text about the specified topic from various sources or particular source specified by the 
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developers. The sources include blogs, tweets, posts, comments, reviews and messages from various interaction sites or 

social media sites. Then the text data are processed and analysed for detecting the opinion words or sentiment features. 

Based on these words or features, the tweet data are classified into categories of positive, negative or neutral. Opinion 

mining helps the people in understanding the opinion of certain individuals or group of people on an individual, product, 

service, event, issue or topics [4]. The opinion mining techniques are also commonly used by many organizations and 

service providers to find the users’ exact state of mind regarding their products and services and to use them to improve 

their yield quality to enhance customers’ satisfaction. Many organizations apply automated opinion mining to evaluate 

customers’ sentiments and improve decision making process [5]. 

For automated opinion mining, various approaches have been employed namely NLP, text mining, machine learning 

techniques like maximum entropy, NB, k-NN, SVM, neural networks (NN), decision tree algorithms, etc. These 

algorithms were utilized in combination with feature selection methodologies to determine the sentiment polarity of the 

reviews and opinions. However, there are various challenges in automated opinion mining. The word meaning challenge 

is the most common challenge in automated opinion classification as some words have different meanings based on their 

position on a sentence. For example, the word “small” can be used as positive term when describing the size of 

components as well as negative when used to describe the height of an individual. Likewise the problem of 

categorization of terms based on class labels is also a challenging task due to the utilization of different sets of features 

[6]. Many research works have been trying to overcome these challenges more effectively using novel feature selection 

and classification strategies. However, there is another challenge that the strategies developed for particular domains are 

less effective in other domains. The medical domain is one such domain which requires specialized approaches to 

improve opinion mining as these results will be employed in various real-world applications of sensitive medical field. 

Extracting opinions from medical tweets is considered as a difficult process as the uncommon medical terms pose 

greater challenge [7]. Additionally, the positive/negative sentiments of many terms are dual-edged and hence more 

careful approaches are required to achieve highly accurate sentiment classification. These accurate results helps in 

applications like patient surveillance, tracking the patient activities on social media and analysing the psychological 

effects on patients regarding the illness and corresponding treatments. Tweets are most common source for medical 

opinion mining due to their small message length and easy access for progressive researches. Even opinion mining from 

tweet data also possesses many challenges. The handling of informal texts, meaningless expressions, similes and 

duplicate tweets are the forefront issues [8]. In this paper, an effective opinion mining framework is proposed for 

automated opinion extraction from medical tweets by considering all the common challenges. 

The proposed approach utilizes three machine leaning algorithms in SVM, NB and k-NN algorithms for the sentiment 

classification process and an improved optimization algorithm for feature selection. The major contribution is the 

development of an improved PeSOA algorithm for the feature selection process. The traditional PeSOA algorithm is 

based on the food search process of penguin gang. The optimal penguin group (feature subset) with the most abundant 

food source is identified as the superior option. This system relies solely on search operations, minimizing the 

exploitation notion for simplicity, and the ranking of feature subsets is ineffective. This paper presents an enhanced 

PeSOA designed to address these constraints through an efficient solution search procedure and the ranking of feature 

subsets based on the information gain parameter. The features chosen by the enhanced PeSOA are employed by the 

classifiers to categorize the sentiments of the tweets. The experiments are performed to assess the efficacy of the 

proposed method for opinion mining. The subsequent sections of the paper are structured as follows:  Section 2 examines 

the cutting-edge methodologies pertinent to this investigation.  Section 3 delineates the proposed opinion mining 

methodology.  Section 4 delineates the experimental findings and analyses pertaining to the suggested methodology.  The 

paper's conclusion is presented in section 5. 

 

II. RELATED WORKS 

In recent years, many techniques have been developed for the automated opinion mining and corresponding applications. 

Many researches focused on developing sentiment analysis approaches using metaheuristic optimization algorithms for 

feature selection and machine learning algorithms for sentiment classification especially for medical related tweets. In [9] 

presented an attribute based SVM model for Twitter opinion mining with an accuracy of 86%. However, the manual 

creation of ontology has increased the time consumption. The [10] presented a domain transferable lexicon set and 

supervised machine learning approach of dynamic NN and SVM. This approach reduces the overall feature subsets and 

increases the sentiment classification accuracy. However, this approach is not comprehensive in spam tweet removal that 

reduces the performance significance. In [11] introduced an ensemble classification system for twitter sentiment analysis 

in which the NB, RF, SVM, and LR classifiers are combined to improve the sentiment classification performance. The 

major limitation of this ensemble classifier is that it fails to effectively classify the neutral tweets. 

In [12] proposed a rule-based linguistic approach for sentiment classification of drug reviews. This approach provided 

greater advantage for the drug review data handling and increased the sentiment classification accuracy to 78%. The [13] 

proposed a sentiment classification framework for detecting adverse drug reactions (ADR) with n-grams feature 

extraction and selection process. This approach provides an accuracy of 78.2% due to the effective feature subset 

representation with high discriminatory potential. In [14] analysed the effect of sentiment analysis on ADR from tweets 
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and forum posts using a specialized classification approach. The sentiment bearing features of ADR has increased the 

sentiment analysis but the non-selection of informative features results in lower accuracy. 

In [15] presented sentiment polarity detection approach for asthma disease management from tweet messages. This 

approach uses Senti-WordNet and n-grams method to identify the sentiment polarities with precision of 82.95%. 

However, the detection of sarcasm and irony tweets is only less efficient in these two approaches. The [16] presented a 

SentiHealth-Cancer tool for detecting mood of cancer patients in Twitter. This tool identified the cancer patient emotions 

in Portuguese tweets using n-grams and achieved an accuracy of 71.25%. In [17] developed a regular expression 

software pattern matching to filter the tweets and categorize them into appropriate sentiment labels for identifying the 

sentiments of US cancer-patient tweets. However this approach employs only the expression based matching while the 

cancer related features are not considered for classification. The [18] proposed a feature based sentiment analysis 

approach on tweets about diabetes. The approach utilized n-grams method to achieve 81.93% precision of sentiment 

classification but this approach is less effective in handling other health tweets. 

Optimization algorithms have a significantly larger role in sentiment analysis. GA and PSO are the most common 

optimization algorithms employed for various applications. In [19] proposed a feature reduction technique based on 

information gain and GA for enhanced opinion mining. In [20] presented an adaptive lexicon learning approach using 

GA for solving the non-convex optimization problem of sentiment analysis in microblogs data. The [21] proposed a 

feature selection model based on genetic rank aggregation for improving the sentiment classification accuracy to 94.71%. 

This ensemble model utilizes the feature lists obtained from many feature selection methods and employs GA to 

aggregate 60% of most informative features from these lists to increase the classification accuracy. In [22] also presented 

a sentiment analysis framework using GA based feature reduction in which the GA has increased the accuracy of 

machine learning classifiers by 4%. However, the convergence speed of GA is much slower than other advanced 

optimization algorithms and also the computation and time complexity is high for these GA based feature 

reduction/selection approaches. 

Paper [23] applied PSO algorithm for sentiment feature selection and SVM for classification. Similarly [30] also 

employed PSO for feature selection and conditional random fields (CRF) for classification. In [24] presented a two-step 

sentiment analysis method using PSO feature selection and ensemble classification. This ensemble classifier combines 

maximum entropy, SVM and CRF to provide sentiment classification with high accuracy of 80%. However these feature 

selection techniques using PSO is only single objective and hence does not support multi-objective problems. In [24] has 

also presented another feature selection approach using multi-objective optimization to overcome this limitation. The 

[25] proposed a hybrid sentiment analysis approach to classify the streaming Twitter data. This hybrid approach consists 

of GA, PSO and decision tree classifier to obtain 90% accuracy of sentiment classification. However, the computation 

time is high for these multi-objective PSO, optimized CNN, and hybrid approach. 

Many other recent and advanced optimization algorithms have also been applied for the sentiment analysis problem 

proposed the use of firefly algorithm for feature selection in sentiment analysis approach and increased the classification 

accuracy of SVM by 5.64% than other models while also supporting multiple languages. In [26] developed a sentiment 

analysis approach using hybrid cuckoo search method that combines the k-means algorithm with cuckoo search 

algorithm for clustering the sentiment contents with high accuracy. But this approach is not efficient in handling sarcasm 

and irony tweets. The [27] introduced a big data sentiment analysis approach for low error rate classification which 

utilizes greedy algorithm for feature selection and cat swarm optimization-based long short-term memory neural 

networks for classification. Though efficient with high accuracy and less errors, this approach has higher text noise that 

degrades the overall performance. The [28] improved Arabic tweet sentiment analysis using whale optimization 

algorithm-based feature selection. This method reduced features using information gain and classified with SVM with 

high accuracy. The [29] demonstrated the use of two swarm intelligence algorithms namely binary grey wolf and binary 

moth flame based optimal feature selection approaches in sentiment analysis. These approaches reduced the features by 

30% while increased the sentiment classification accuracy by 10%. In [30] proposed the optimization based machine 

learning based approach for sentiment analysis on HPV vaccines related tweets. This approach utilized POS tags and 

classified using SVM and hierarchical classification with a parameter-based optimization of SVM. However, this 

approach has low performance due to inefficient handling of unbalanced tweet data. The limitations of the state-of-the-art 

methods discussed in this section are considered while developing the proposed opinion mining framework in order to 

avert or minimize these known disadvantages. 

 

III. METHODS 

The proposed opinion mining approach attempts to improve sentiment analysis of medical tweets. Pre-processing, feature 

extraction, selection, and classification determine tweet sentiment in the proposed method. The framework's detailed 

architectural diagram is shown in Fig 1. The proposed methodology employs the Twitter API to gather data on certain 

subjects for input purposes. The data receives pre-processing, followed by the extraction of features using feature 

descriptors. The properties are subsequently picked employing the PeSOA and Improved PeSOA techniques. Opinion 

mining uses three classifiers to evaluate classification accuracy. 
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Fig 1. Architecture of Proposed Opinion Mining Framework. 

 

Data Collection 

Twitter API keywords related to cancer and pharmaceuticals provide the input data.   Medications were mentioned in 500 

of 6,400 cancer tweets. Test tweets are used after 2,500 tweets for training.  We can add tweets for testing without 

restriction with the proposed method. 

 

Pre-Processing 

Pre-processing is performed to remove the unnecessary words and irrelevant tweets in the collected datasets [30]. The 

pre-processing in this work consists of the following steps: data cleaning, spell check, punctuation check, URLs check, 

case normalization, stemming and stop word removal. Fig 2 shows the processes involved in pre-processing stage. 

 

 
Fig 2. Pre-Processing Steps. 
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The data cleaning and filtering process is the main task in pre-processing that aims to minimize the errors in data and 

also to reduce the noise levels. First the URLs in the tweet messages are analysed as the character limit in Twitter has 

provided the users to utilize the URL shortening services to minimize the content. While the shortened URLs redirect to 

the original end URL, the original URLs has to be checked to verify the data. This process is performed at the API level 

which removes the comments, links, advertisements and other irrelevant parts in a tweet. Also, the repetitive tweets are 

also eliminated. 

The data cleaning process further includes the process of spell checking using WordNet like dictionaries and 

punctuation checking to minimize the errors in opinion extraction. The message length detection is performed to check 

whether the tweet message is a single part message or multi-part message. In multi-part messages, the opinions in some 

parts may differ due to the use of different sentiment words in describing a same incident or topic. So the length of the 

messages is detected and the continuation messages are often avoided. The tokenization of the tweets is performed to 

replace the sensitive tweets with unique identification symbols to utilize all the information without violating security. 

Though the tweets are case insensitive, the detection of opinions may find difficult to handle case variations; so, the cases 

are normalized. Finally, the stemming and stop words are removed. Stemming is the process of removing ‘-Ing’ and 

similar prefix/suffixes that does not provide any meaning. Similarly, the stop words are the words in messages that have 

no individual meaning and do not impact the opinions of the messages. 

 

Feature Extraction 

Feature extraction is the technique to minimize the number of aspects required to describe a dataset. If the system 

processes a complete dataset without aspects or features, either the system fails to process or takes long duration to 

complete the processing. Both these outcomes are degradable to the system efficiency; the feature extraction concept has 

been introduced. With feature extraction, even the complex datasets can be described by a few aspects or properties and 

the classification system detects and follows such aspects to categorize them. Different datasets utilize different features 

for increasing their classification accuracy and minimizing the processing time. In this work, the content words, function 

words, POS tags and POS n-grams features are extracted to improve the classifier performance. 

 

Content Words  

Content words are defined as words that provide independent meaning when utilized in a phrase.  The majority of nouns 

and their defining terms has independent meanings in general.  

 

Function Words  

Function words are terms that possess minimal or uncertain meaning.  These terms solely denote grammatical links 

among words, lacking independent meaning when viewed in isolation. 

 

Part of Speech Tags  

POS tags is a method of annotating a word in a tweet with reference to a corpus, identifying it as relating to a specific 

part of speech, based on its definition and context. This work employs parts of speech tags such as nouns, verbs, 

pronouns, adverbs, adjectives, and articles. 

 

Part of Speech N-Grams  

An n-gram model is characterized as a probabilistic language model utilized for forecasting the subsequent item in a 

sequence, structured as a (n - 1) order Markov model. The selected n-grams may consist of unigrams, bigrams, trigrams, 

or higher-order combinations, but must offer contextual relevance. This study employs trigrams, as four-grams and 

higher n-grams have not shown enhanced categorization in past research. 

In this work, these features are utilized individually as well as in combined states. The combinations tried in this work 

are content words + function words, function words + POS n-grams, and content words + function words + POS n-

grams. The combination features are utilized as single features in order to capture both the style and topic based aspects 

of the tweets. Fig 3 shows the types of features extracted in this proposed approach. 

 

Feature Selection 

Feature selection is the process of identifying one or more features that yield optimal results. In any classification 

application, the primary stage is to pre-assess the optimal and ideal attributes.  Nonetheless, the optimal features can be 

discerned solely after their implementation in the classifier, a process that requires an extended duration.  Thus, the 

feature selection issue is conceptualized as a standard problem and addressed using several methodologies to identify the 

optimal characteristics. A multitude of research studies have utilized ranking models for this objective.  The current 

concept is to formulate the feature selection issue as an optimization problem and address it with sophisticated 

optimization methods.  This study employs PeSOA and Improved PeSOA for feature selection.  The PeSOA employs a 

conventional penguin food search approach for selection.  Due to the inadequate execution of the exploration property, 

an enhanced PeSOA is presented in this article.  The enhanced PeSOA first employs a novel solution search equation to 
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augment the exploration notion.  The features are subsequently sorted utilizing the information gain measure to facilitate 

reduction, followed by the selection of the optimal feature subset. 

 

 

 
Fig 3. Feature Extraction Process. 

 

Pesoa Feature Selection 

PeSOA has been inspired by the hunting behaviour of penguins for searching the fish in ice holes [42]. The penguins 

have to swim deeper to harvest the fishes and hence the oxygen level is also necessarily monitored. In this hunting 

process, each penguin has to search food and share their locations with the whole group. Then all the locations are 

analysed and the location with high amount of food is chosen by the whole group to make a move to that location for 

hunting. 

Initially, the entire penguin society is segmented into many sorts of groupings, each of which navigates towards the 

fish location randomly.  If the food supply is inadequate, the group relocates to new areas.  The initial movement relies 

on random solutions, allowing the penguin groups to select their own hunting locations.  In this study, penguins are 

selected as the characteristics, and the groups are regarded as subsets of features.  Therefore, the optimal feature subsets 

are those penguins with the most advantageous food locations.  A random population of P solutions (features) is 

generated. This movement is expressed as 

 

  Xnew = Xold + rand × (Xl best − Xl old) (1) 

 

Where 𝑋𝑛𝑒𝑤 is the new solution, 𝑋𝑜𝑙𝑑  is the old solution. The overall processes in PeSOA for feature selection are 

provided in the following pseudo code. 

Fig 4 shows the flowchart which represents an optimization algorithm inspired by penguins. It begins by initializing 

𝑀 penguins and their positions. The positions are updated iteratively using an equation until a termination condition is 

met. If 𝑅𝑂2>0, the global best (gbest) and best individual positions (xbest) are updated. Finally, the algorithm outputs the 

best global solution before stopping. 

 

Improved PeSOA Feature Selection 

In the PeSOA, the random step search of the penguins is not effective for capable exploration. Hence a new solution 

search process is initiated. First the population is randomly generated and the initial solution 𝑛𝑖 can be formulated using 

 

  ni = nmin + rand(0,1) ∗ (nmax − nmin) (2) 
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Where 𝑖 ∈ (1,2, … . 𝑁), 𝑛𝑚𝑎𝑥 and 𝑛𝑚𝑖𝑛 are the lower and upper bounds of 𝑛𝑖. This initial solution is based on the 

minimum and maximum limits of the search space. 

Then the solution searching process is performed in an organized manner using the following equation 

 

      ui = nbest + ∅i ∗ (nbest − ni) (3) 

 

Where 𝑛𝑏𝑒𝑠𝑡 is the previous global best solution and ∅𝑖 is a random number in the range of [-1,1]. For the first 

iteration, the first solution is set as 𝑛𝑏𝑒𝑠𝑡 and the successive iterations take the previous best solution. Thus each penguin 

generates new solutions and shares the same with its group. The use of the global best solution improves the search 

operation with maximum exploitation. 

 

 
Fig 4. Flowchart of PeSOA. 

 

After the solutions are determined using the solution search equation, the penguins search and find the local best 

solutions and update their locations based on the PeSOA update Eq. (1). Then the fitness function is computed using the 

minimum error of the classifier 

 

   fj =
f−fmin

fmax−fmin
  (4) 

 

Where 𝑓𝑗 is the fitness value of j-th feature, 𝑓𝑚𝑖𝑛 is the minimum error function and 𝑓𝑚𝑎𝑥 is the maximum error 

function of the classifier. The threshold value for error function is fixed as 0.57. The probability of the selecting a fitness 

value of j-th feature can be computed by 

  𝑃𝑗 =
𝑓𝑗

∑ 𝑓𝑗
𝑁
𝑗=1

  (5) 

 

Based on this probability, the features are selected for comparison. The comparison results in the shuffling of the 

groups of features except the group with minimum error. Then the global best solutions are needed to be computed and 

hence the information gain is computed for each group to reduce the features. It is computed using the equation 

 

 Gain(i, j) = entropy (i) − entropy(i, j) (6) 

 

where 𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑖) is the individual entropy and 𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑖, 𝑗) is the average entropy. Entropy can be computed as 

 

 entropy (i) = ∑ −pi log2 pi
N
i=1   (7) 
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Where 𝑝𝑖  is the partition class. Finally, the feature groups are ranked based on the information gain values and the 

best solution is found and update as global best using 

 

 X1 NEW = Group value of feature + rand × (Xbest − nbest) (8) 

 

where 𝑋1 𝑁𝐸𝑊 is the global best solution, 𝑛𝑏𝑒𝑠𝑡 the previous iteration best solution and 𝑋𝑏𝑒𝑠𝑡  is information gain rank 

value. The pseudo code of improved PeSOA is given as follows: 

 

Pseudo code of the Improved PeSOA: 

Read the pre-processed tweet data 

Generate random population of P solutions (penguins) in groups; 

Initial population of solution 𝑛𝑖 can be found using the Eq. (2) 

Compute the objective functions for each feature; 

Calculate the information gain for each feature (penguin) 

Rank the features according to information gain value. 

Group the features; 

For i= 1 number of generations; 

For each individual i ∈ P do 

While oxygen reserves are not depleted (stop until 0.00001) 

Solution search equation 𝑢𝑖 using Eq. (3); 

Update the penguin positions using Eq. (1); 

Objective function is computed for each group using Eq. (4); 

Except the group with minimum error all other groups are shuffled; 

Information gain is calculated for each group using Eq. (6). 

Rank the features based on information gain value. 

Selection of best solution using Eq. (8) 

End while 

End for 

Repeat until best solution obtained. 

End 

 

Classification 

The classification of the proposed approach utilizes three classifiers namely k-NN, NB and SVM [43]. The classification 

performance of these classifiers is improved using the PeSOA and Improved PeSOA. A small description about the 

classifiers is given below: 

 

K-NN Classifier 

K-NN is the simplest supervised learning classification algorithm, generally used to perform classification and regression 

processes [43]. It is a neighbor-based lazy classification method that retains training data instances without constructing a 

model framework for classification.  The advantages of this algorithm are its simplicity of implementation, robustness to 

noisy training data, and efficacy with huge datasets.  Nonetheless, k-NN requires the specification of the K value, and the 

computational expense is significant when the training samples are extensive. 

 

NB Classifier 

NB classifier is a simple probabilistic classifier based on Bayes hypothesis and is utilized to classify mostly high 

dimensional inputs [43]. NB classifiers perform effectively in various practical applications, including document 

categorization and spam detection. The benefit of the NB classifier is the requirement for minimal training data to 

estimate the essential parameters. NB classifiers are significantly more rapid than more complex methodologies.  

Nonetheless, they are recognized as poor estimators, rendering them ineffective for estimating tasks. 

 

SVM Classifier 

SVM represents training data as points in a spatial configuration, categorized by a distinct margin that is maximized.  

SVMs endeavor to identify the optimal hyperplane that distinguishes positive from negative training samples.  The 

primary advantage of SVM is its efficacy in high-dimensional spaces and its utilization of a subset of training points in 

the decision function, which enhances memory efficiency. Nonetheless, SVM does not directly yield probability 

estimates; these are computed through a resource-intensive five-fold cross-validation process. 
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IV. PERFORMANCE EVALUATION 

The efficiency of the Improved PeSOA and PeSOA classifiers is compared. The utilized performance metrics are 

accuracy, precision, recall, F-measure, and processing time. The efficacy of the suggested models is evaluated across two 

datasets, cancer and pharmaceuticals, with differing data volumes. The cancer tweets are assessed in increments of 

thousands, ranging from 1000 to 5000, whereas the drug tweets are reviewed in increments of hundreds. 

 

Accuracy 

Accuracy is the measure of correctly labeled sentiments in all instances. It can be calculated by 

  Accuracy =
(True positive+True negative)

(True positive+True negative+False positive+False negative)
 (9) 

Table 1 presents a comparative analysis of the accuracy between classifiers utilizing PeSOA feature selection and 

those employing the enhanced PeSOA feature selection.  The cancer dataset contains between 1,000 and 5,000 tweets, 

and the medication dataset has between 100 and 500 tweets.  The accuracy of IPeSOA-SVM, after analyzing 5000 tweets 

in the cancer dataset, is 82.5%, surpassing that of the other methodologies evaluated.  Likewise, across all data ranges in 

cancer and the majority of data ranges in the medication dataset, the IPeSOA-SVM demonstrates superior accuracy.  

Similarly, the comparison of PeSOA and IPeSOA classifiers indicates that the IPeSOA classifiers exhibit superior 

accuracy compared to their PeSOA counterparts. 

 

Precision 

The precision value is assessed based on true positive predictions and false positives. The calculation of precision is 

given by 

  Precision =
True positive

(True positive+False positive)
  (10) 

Table 2 presents a comparison of the precision of classifiers based on PeSOA feature selection and those utilizing the 

enhanced PeSOA feature selection.  The cancer dataset contains between 1,000 and 5,000 tweets, and the medication 

dataset has between 100 and 500 tweets.  Likewise, for the majority of data ranges in the cancer and medication dataset, 

the IPeSOA-SVM demonstrates superior precision values.  Furthermore, in the comparison between PeSOA and IPeSOA 

classifiers, the IPeSOA classifiers exhibit superior precision values compared to their PeSOA counterparts. 

 

Table 1. Accuracy (%) Comparison 

Methods Cancer Drugs 

1000 2000 3000 4000 5000 100 200 300 400 500 

PeSOA-

kNN 
77.4 77.8 78.6 78.2 78.9 79.3 79.2 79.2 79.8 78.7 

PeSOA-

NB 
77.3 77.4 78.7 78.2 79.2 79.5 79.3 79.3 79.2 79.0 

PeSOA-

SVM 
79.3 79.6 79.5 79.1 78.7 79.8 79.5 79.5 79.4 79.2 

IPeSOA-

kNN 
79.4 79.2 79.3 79.0 79.1 80.9 80.7 80.7 80.5 80.5 

IPeSOA-

NB 
81.4 81.2 81.7 80.8 80.7 81.2 83.0 81.1 82.0 81.1 

IPeSOA-

SVM 
82.8 82.9 83.2 82.9 82.5 82.4 82.3 82.2 81.9 81.9 

 

Table 2. Precision (%) Comparison 

Methods Cancer Drugs 

1000 2000 3000 4000 5000 100 200 300 400 500 

PeSOA-

kNN 
78.2 78.8 78.9 79.3 79.2 78.8 79.7 79.7 78.7 78.5 

PeSOA-

NB 
78.5 78.2 79.2 79.7 78.7 79.2 79.2 79.2 79.2 79.1 

PeSOA-

SVM 
78.7 78.4 79.4 79.1 79.1 79.4 79.4 79.4 79.4 79.0 

IPeSOA-

kNN 
80.7 80.5 80.5 80.2 80.2 80.5 80.5 80.5 80.5 80.1 

IPeSOA-

NB 
81.1 81.0 81.1 81.8 80.8 81.0 82.1 81.1 81.1 82.0 

IPeSOA-

SVM 
82.2 81.9 81.9 81.6 81.6 81.9 81.7 81.7 81.7 81.2 
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Recall 

The recall value is assessed based on real positive predictions and false negatives, and is calculated as follows: 

 

  Recall =
True positive

(True positive+False negative)
  (11) 

 

Table 3 presents a comparison of recall between classifiers based on PeSOA feature selection and those utilizing the 

enhanced PeSOA feature selection.  The cancer dataset contains between 1,000 and 5,000 tweets, and the medication 

dataset has between 100 and 500 tweets.  In the analysis of 5000 tweets inside the cancer dataset, the recall of IPeSOA-

SVM is 71.6%, surpassing that of the other comparative methods.  Likewise, for the majority of data ranges in cancer and 

the medication dataset, the IPeSOA-SVM exhibits superior recall values.  The comparison of PeSOA and IPeSOA 

classifiers indicates that IPeSOA classifiers exhibit superior recall values compared to their PeSOA counterparts. 

 

Table 3. Recall (%) Comparison 

Methods Cancer Drugs 

1000 2000 3000 4000 5000 100 200 300 400 500 

PeSOA-

kNN 
70.2 68.8 68.7 69.3 69.2 77.7 77.9 76.5 78.2 78.1 

PeSOA-

NB 
68.5 69.0 68.8 68.7 68.7 78.2 78.2 76.7 78.7 78.4 

PeSOA-

SVM 
68.7 68.2 69.2 69.1 69.1 78.7 78.9 77.1 79.1 79.1 

IPeSOA-

kNN 
70.7 70.5 70.5 70.2 70.2 79.1 79.1 79.2 79.2 79.3 

IPeSOA-

NB 
71.1 72.0 71.1 71.8 70.8 80.7 81.7 80.8 80.5 80.4 

IPeSOA-

SVM 
72.2 71.9 71.9 71.6 71.6 81.5 81.5 81.23 81.35 81.2 

 

F-Measure 

The F-measure evaluates the accuracy of opinion mining tests and is defined as the weighted harmonic mean of precision 

and recall.  It is provided by 

 

   F − measure = 2.
precision.recall

precision+recall
  (12) 

 

Table 4 presents a comparison of the F-measure between classifiers utilizing PeSOA feature selection and those 

employing the enhanced PeSOA feature selection.  In the analysis of 4000 tweets inside the cancer dataset, the F-measure 

of IPeSOA-SVM is 83.9%, surpassing that of the other comparative methodologies.  In the majority of data ranges within 

the cancer and medication dataset, the IPeSOA-SVM exhibits superior F-measure performance. The IPeSOA classifiers 

have superior performance compared to their PeSOA counterparts, as evidenced by elevated F-measure values. 

 

Table 4. F-Measure (%) Comparison 

Methods Cancer Drugs 

1000 2000 3000 4000 5000 100 200 300 400 500 

PeSOA-

kNN 
79.7 79.6 80.8 79.4 81.4 82.2 81.3 81.4 81.3 81.2 

PeSOA-

NB 
79.5 81.1 81.2 81.1 81.2 82.4 82.4 82.4 82.4 82.3 

PeSOA-

SVM 
82.6 82.2 82.3 81.8 81.8 82.8 82.8 82.6 82.5 82.6 

IPeSOA-

kNN 
83.8 83.8 83.6 83.5 83.2 84.2 84.3 84.3 84.45 84.2 

IPeSOA-

NB 
84.3 84.1 84.1 83.8 83.7 85.6 85.65 87.45 85.5 85.5 

IPeSOA-

SVM 
84.7 84.8 84.8 83.9 83.6 87.41 87.3 87.2 87.2 87.1 
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Processing Time 

It is the complete time taken by the proposed algorithm to provide opinion mining results. The time for processing varies 

with the size of data evaluated and hence the time for large size tweet files increases. 

Table 5 presents a comparison of processing times (in seconds) between classifiers based on PeSOA feature selection 

and those utilizing the enhanced PeSOA feature selection. The processing time of IPeSOA-SVM for 5000 tweets in the 

cancer dataset is 18.28 seconds, which is shorter than that of the other methods examined. IPeSOA-SVM exhibits 

reduced processing time across varying data sizes. It is noteworthy that the IPeSOA classifiers outperform their 

corresponding PeSOA classifiers. 

 

Table 5. Processing Time (Seconds) Comparison 

Methods Cancer Drugs 

1000 2000 3000 4000 5000 100 200 300 400 500 

PeSOA-

kNN 
10.449 14.51 17.91 20.71 24.19 1.12 2.91 3.53 5.02 5.79 

PeSOA-

NB 
10.332 14.14 17.39 20.39 24.13 0.99 2.81 3.29 4.68 5.58 

PeSOA-

SVM 
10.121 13.97 17.31 20.12 23.92 0.77 2.59 3.32 4.65 5.42 

IPeSOA-

kNN 
5.7351 8.76 12.54 15.45 18.99 1.01 2.28 3.11 4.36 5.05 

IPeSOA-

NB 
5.543 8.42 12.21 14.88 18.75 0.91 2.05 3.02 4.14 4.97 

IPeSOA-

SVM 
5.210 8.1 11.98 15.0 18.28 0.76 1.98 2.87 3.99 4.66 

 

The comparison results indicate that the proposed opinion mining framework, utilizing Improved PeSOA feature 

selection and SVM classification, demonstrates superior performance, evidenced by elevated accuracy, precision, recall, 

and F-measure, alongside reduced processing time. The Improved PeSOA algorithm is demonstrably superior to the 

PeSOA optimization algorithm in the context of opinion mining applications. 

 

V. CONCLUSION 

Opinion mining on Twitter is presented in a reasonable and efficient way to interpret timely public sentiment, which is 

important for decision making in several domains. This research proposed efficient feature selection algorithms for 

improving the opinion mining performance. The PeSOA is an optimization algorithm inspired by the foraging behavior 

of penguins, which has been enhanced in this study by modifications to the solution search process and feature reduction 

utilizing the information gain metric. The classification utilizes three classifiers, and the testing results shown that the 

enhanced PeSOA significantly improved the classifiers' performance.  In the future, the convergence rate of the enhanced 

PeSOA will be further analyzed to optimize the application of exploitation and exploration properties.  The suggested 

model will also be assessed in other domains to determine its applicability for different uses. 
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