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Abstract
Identifying and classifyin etes problems among women can be achieved using several
Machine Learning (ML) algoq Is [Mper additionally includes a summary of the evaluation

of the performance of these S Wi gorithms on many different classification metrics. The
AUC-ROC score is t eme Gradient Boost (XGB) with 85%, followed by SVM and
Regression (LR) is showing low performance. However, the DT

are four times more susceptible to diabetic conditions than men. But, the
stems do not give special attention to diabetic conditions in women. This study

ay have. The ML accurately predicts diabetic complications based on biological conditions
such as blood glucose levels, age, Body Mass Index (BMI), numerous pregnant women, and other
factors.

Keywords: Diabetic Predication, SVM, Extreme Gradient Boost, Decision Tree, Logistic

Regression




1. Introduction

Diabetes is a non-communicable chronic disease that weakens the functionality of blood
sugar flow throughout the body. Diabetes occurs for two primary reasons: one is when the pancreas
in the human body loses its ability to secrete adequate amounts of insulin, and the other is when
our body cannot utilize the amount of insulin generated by the pancreas. Diabetes can be relatively
high in men and women, but the indication of disease has some specific variation in women. Tlag

rate of depression is considerably high compared to men; this would gradually increase Dial

significant role in increasing depression in women. Some of the hormonal factors jacd
in the menstrual cycle, spontaneous abortion, the period of being prags % !
ee

stage; this

use of other chronic

diseases such as brain stroke, heart disease, kidney failure, and ma? atal diseases. Since
ab

Diabetes is considered the cause of lifestyle habits, prior anasggf etes by experts can assist

any data mining techniques

hormonal factors, which are

not consider gestation, pregnancy, and the f post-pregnancy as vital factors. It is not fair

to treat two anatomically different genders in ame manner. Women are more prone to suffer

from hormonal imbalances, especi fter motherhood.

The hormones estroge one play a significant role in regularizing blood sugar.

Since women are more pro al fluctuations, especially after menopause, hormonal

Ncreasing the chances of Diabetes. Hence, it is quintessential

aper's organization is as follows: section 2 brings the state of art techniques in
Dia rediction. Section 3 presents the prediction of Diabetes using various ML and
tion analyses. The Experimental results of ML and validation of algorithms through various
assessment measures are shown in Section 4. Section 5 summarizes the research work.
2. Related Works
GDM, which is commonly called Gestational Diabetes Mellitus, is a type of disease due to
the development of carbohydrate intolerance during pregnancy [1]. ML has been developed in




order to analyze and predict gestational diabetes mellitus in the first trimester of pregnancy, which
also ensures cost-effectiveness and higher accuracy [2].

A systematic review has been conducted for predicting Diabetes using ML, facilitating
more feasible options to drill with the medical data [3]. A regression model is used for
preprocessing the missing data, and Logistic Regression (LR) is used for the Feature Selection
(FS) [4].

Features were obtained from the different hormonal factors of the model, which
higher performance and accuracy [5]. A comparative study was conducted to analy,
samples of women with different classification algorithms, and the Support \gec

(SVM) contributed better prediction with the best outcome in sensitivity

The hormonal factor can be predicted separately by Naive B clasSYQers because

these factors are considered to be the alarming cause for a woman ssion, which in turn
increases the chance for the cause of Diabetes [7-10]. A Principal Co t Analysis (PCA) is
used for FS after data is classified from the dataset [11]. }

At the same time, they were framing the sa s@ which includes the waist
circumference and a ratio of the waist to the hjg aresylnce e considered symbolic marks
for each undiagnosed person [12].

In this context, a PIMA dataset ed, and it is applied in which ML overrules

diagnosing Diabetes during the training and valN@ion process of the learning model [13]. Analysis

of different predictions of the cony performance of various MLs revealed that NB, k-Nearest
Neighbour (k-NN), gives a no pporting the early diagnosis [14].
A real-time study on'YgKsons ed by gestational Diabetes was performed, and various

years. Hence, the result produced about one-third of women

of the women have developed an unpredicted tolerance level for

Predicting the diabetic-related risk complications through ML helps to prognose the other
comorbidities associated with Diabetes [17]. Special attention in predicting Diabetes in women is
done through ML like SVM, k-NN, NB, LR, and Decision Tree (DT) by analyzing women's
physiology [18].

Association between Diabetes and metabolic risk factors with suitable sampling techniques

is done efficiently by J48 and NB [19]. Another notable work in predicting Diabetes in women is




weighing the feature importance [20]. A careful analysis shows that Random Forest (RF) could
classify diabetic conditions more efficiently.
3. Diabetes Prediction using Different ML-ML

Diabetes has emerged as a lifestyle disease that has affected nearly 199 million women
around the globe. Insufficient insulin secretion is the root cause of many other health disorders.

They drive home a substantial economic loss to the family and the country, eithg

directly/indirectly. Recent years have seen a surge in the count of women who have Diabetes

prone to diabetic conditions. The hormonal imbalance caused by pregnancies, miaca

irregular menstrual cycles hinders the balance in insulin secretion.

b onse@Rf Diabetes
ted by the National

The article mainly focuses on deploying various MLs for prg
in females in the age group of above years (Figure 1). The dataset
Institute of Diabetes and Digestive and Kidney Diseases and is availabledn S@UCI-ML repository.
The rich dataset contains attributes such as pregnancies, va A Glucose Tolerance Test
(OGTT), skin thickness, Body Mass Index (BMI), blood.p , ig@ulin level, pedigree diabetes

function, and age of 768 women from the US end ble is the outcome of whether

the subject is prone to be diabetic or not.
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Figure 1: Deployment of various MLs for predicting the onset of Diabetes in women
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3.1 Cleaning the data

As the dataset is extracted from highly raw data, there is a chance of missing and duplicate
values. Treating the data with such imbalances will significantly affect the accuracy of the models.
The independent values of the dataset contain numerical data. The missing values are imputed with
the median values of each column without loss of generality. The Exploratory Data Analysis
(EDA) of the dataset is presented in Figure 2.
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Figure 2: Histogram of the Features from Pima Indiana Diabeti
(b) Blood Pressure, (c) Glucose, (d) BMI, (e) Insulin, (f) Skin Thi

Function, (h) Pregnancies
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3.2 Distribution of Diabetes

It is imperative to assess the distribution of Diabet g%ntial attributes. Figure 3
shows the distribution of Diabetes across various age grgu ofget of Diabetes is found to be
expected even at the lower age of 21. The wid adQKesen labetic conditions can be seen

in middle-aged people.
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Figure 3: Distribution of Diabetes across age
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Figure 4: Distribution of Diabetes across blood preg@@re
Figure 4 shows the spread of Diabetes among women with ?r

It can be observed that the percentage of women with a hig

al'pod pressure levels.
lood pressure is more prone
to Diabetes. However, blood pressure contributes to tic Mondition; even women with
iS Ma

lower blood pressure values are subjected to D4 due to other physical conditions

like increased BMI. Table 1 summarize ion een various attributes and the onset

of Diabetes. Correlation values of variou ures depict the significance of the attribute in

more prone to a diabetic condition. Also, a milder form of Diabetes, termed

an be diagnosed much earlier from impaired glucose tolerance and resistance of the
ulin. Gestational Diabetes may increase the chances of acquiring Type 2 diabetes. Apart
fro ese factors, such correlation can be observed from the increase in age and the number of
pregnancies since many physiological changes occur.

Table 1: Correlation between various attributes and Diabetes

Attribute Correlation value Attribute Correlation value
Glucose 0.492591 BMI 0.311924




Age 0.238356 Pregnancies 0.221898
Skin Thickness 0.209897 Insulin 0.187262
Blood Pressure 0.173955 Diabetes Pedigree Function 0.173844

Figure 4 shows the histogram analysis of various features that are directly/indirectly
associated with the prevalence of Diabetes in the women population. The histogram analysis helps
to understand the nature of the population considered for the study. Though this does not involve
direct prediction, this analysis gives insight into the analyzed data. The performance tuning of g

model can be done only after a detailed analysis of the underlying data. The histogra

does not improve the predictive power but helps understand the domain and nature
data. Figure 2 (a) shows that diabetic conditions are more common among the y ) ' Mps
because of gestation in women. Also, most of the population exhibit e in glucose

pst of the populatlon

under study had high insulin levels, thickened skin, and diabetes pedigN

of 05 to 1. /

ensemble model that is unique among its kindgg& predicting Diabetes in women.
3.3 Prediction of Diabetes Using

The healthcare sector has @enagmgcreased deployment of Artificial Intelligence (Al) and
ML in disease diagnosis treat and they even play a prominent role in providing

recommendations to ctitioners. This section presents the usage of robust ML in

jabetes among the women population by assessing the attributes

more classes. This algorithm works better on variables with little correlation between them and
estimates their odds log to fit them into an appropriate class. EQU (1) gives the sigmoid function
that outputs two classes, as in the case of predicting the onset of Diabetes from the described

dataset.
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The value of ‘k’ is estimated as the sum of the weights (w) multiplied by the features (x)

as

K=w, +WX +...+W,X,. The objective function that minimizes the cost is given in EQU (2).
Cost = (—)3. Y,Log(Y)+(1- Y,)Log(t-Y,) @)
j=1

3.2SVM
Unlike LR, SVM can be used to perform regression and classification ojger
I

best decision boundary, the hyperplane, separates the data points i clasSes. The

extreme cases of these hyperplanes are termed support vectors. is a Il sample

learning algorithm that uses structural risk minimization to classify t . SVM preserves the
linearly separable property of the data but handles non-linear data by dgao kernel tricks. EQU

(3) explains the classification property of SVM.

W)+ bias] ={ 3
1aS| =

YU e ; <0,If,, ®)

W' (x)+bias maps the virtual hyperpla Prates tN® classes.

3.3. Decision Trees

Withms that can be used for regression and

classification. The rationale behi in DT is to predict the class by learning rules from the

(4)

e probability that the data X belongs to a specified class.

Gradient Boost

he literature reveals that boosting algorithms best handle noisy data as they are an
ensemble of homogeneous trees. Apart from this, the XGB can effectively mitigate the effects of
bias and variance in the final prediction. The individual learners are represented as B={bly, bl bls,

bls}. The final predicted output (Y”) is estimated according to EQU (5).

Y= 3 bI(X) ©




Xi has indicated the features from the dataset. XGB can produce more accurate
approximations from the individual learners because of the usage of the second-order partial
derivatives that minimize the loss function, according to EQU (6). The inherent inbuilt L1 and L2
regularizations are generic to the classification.

Loss' = 3 [g,bl, () + 5 Wbl (<] + Q(,) (6)

i=1

The values of gi and w; are the first and second-order gradients of the loss funq m
respectively. As mentioned above, the gradients are computed in EQU (7) and EQU (

g; =9, (t-Dlo(y; y"")

w; = 0" lo(y; y*) & )
The objective function (lo) for the computation of the 1st and er gradients is EQU

(9).

lo(x) ~ lo(x,) +10'(x;)bl, (X.) ,

4. Experimental Results

©)

As mentioned earlier, the experimental g nt o orithms with their results and

inferences are discussed in this section. Th mSYe Validated on important classification

metrics such as accuracy, F1-score, PrecisiN A1, Support, and Area Under the Curve (AUC)-
Receiver Operating Characteristics (ROC).
4.1.Classification Accuracy: It i percentage of samples of correctly classified data. It is

measured as the ratio b umber of correct classifications against the total

classifications made. E 10) e s the accuracy measurement of the Diabetes dataset.

Num jghtly Classified as Diabetic/Non-Diabetic
Accuracy = ——— (10)
Complete Classifications
4.2.Preci / i actness of the model’s predictions and is explained in EQU (11).
Tests Correctly Classified as Diabetic (11)
ount of Patients Classified as Diabetic
4.3.ReCQk ndom dataset, recall possesses an inverse relation with precision. However, one

ays conclude that a decrease in precision will accompany an increase in the recall.
his Tactor is determined by the degree of randomness in the dataset. EQU (12) calculates the
recall of the classification results.

Count of Tests Correctly Classified to be Diabeteic
Number of Correctly Classified Samples

Precision =

(12)

4.4.F1-score: This measure balances the trade-off between precision and recall. It is the geometric

mean of precision and recall. The expression for the F1-score is mentioned in EQU (13).



x| ic1 *
F1-score — 2 PI’(?C-ISIOI’I Recall (13)
Precision + Recall

4.5.AUC-ROC

Both these are measures for assessing the purity of predicted classes. ROC is a probabilistic

measure, while AUC represents the degree of separability between both classes. Higher values

indicate that the models can identify diabetic patients from the dataset.

4.6. Support

This is the measure of true responses that lie within a class.

Table 2: Performance assessment of various ML in identifying diabetic pati

AU
Algorithm Accuracy Precision Recall F1-score
LR 76.54 75.94 76.54 75. 69.9
SVM 86.56 86 86 86 84 30.07
DT 99.98 99 72
XGB 99.98 99 75
The train-test split is 80-20. The AUC- or XGB, with 85%, followed

W HOWQer, the DT and XGB show promising
owever, the SVM shows a lower support value;
hence, it cannot be claimed to be a good clas . Figure 4. shows the visual representation of

the classification scores.

= Pre( =3 F1- Scoreﬂ AUC-ROC mm SuPDOrt

0 1 1 1 1
LR SVM DT XGB

Figure 5: Comparative analysis of various ML in the prediction of diabetics

5. Conclusion and Future Work



A detailed focus is given on the relationship between various factors of Diabetes in women.
Diabetes prediction uses robust classifiers: SVM, LR, DT, and XGB. Finally, a performance
assessment of the algorithms is made to study their efficacy. The detailed analysis reveals that DT
and XGB perform better than other algorithms in predicting Diabetes. This work can be extended
by including FS approaches to include only the predominant features in training the model to obtain

amore precise prediction. To summarise, this study elucidates the prevalence of diabetic conditi

among women and emphasizes early prediction using various ML.

For the intended use of finding new approaches and effectively resolvig

experience and improve the results.
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