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Abstract 

Location-based social networks (LBSN) have a significant issue in the suggestion of 

points of interest (POIs) due to the sparsity of data, implicit input from users, and individual 

preferences. In most of the LBSN systems, there is no simple rating method for POIs, which is 

a major drawback for many users. Due to a lack of acceptable connections, such algorithms 

tend to provide a list of POIs that the user cannot consistently visit. There are many applications 

for the link data analysis, and the Hyperlink-Induced Topic Search (HITS) algorithm in 

particular, such as highest ranked search engine results predicated on the hyperlink 

configuration of the World Wide Web and analysing privacy in social networks in order to 

compute node weight and understand the elements of each object (endpoint) in the network. 

By using the HITS algorithm, we can promote POIs to LBSN users while simultaneously 

considering the influence of social ties. Our suggested model is tested on the Foursquare dataset 

and compared to the most recent POI recommendation algorithm.  When we tested it against 

two prominent algorithms using real-world datasets, we discovered that our suggested 

approach performed better in terms of both variety and accuracy. 

Keywords – recommender systems, hypertext induced topic search, location based social 

networks, point of interest. 

1. Introduction 

Smartphones and location-based social networks (LBSNs), also including Gowalla, 

Twitter, and Google Locations, have dramatically improved the lives of its users. These 
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platforms allow users to check-in at POIs (Points of Interest) to show where and once they are, 

and to communicate their own perspectives with others through comments [1]. On Foursquare 

alone, more than 50 million users generated over 10 billion check-ins during the past year. 

Using so much data from check-ins, the question of how to extract user preferences and propose 

the correct POIs to the right consumers has become an important issue, which allows users to 

discover new destinations and facilitates network operators to launch adverts to potential 

customers. POI suggestion has received a lot of attention, with a variety of solutions being 

presented to solve the problem [2].  

The challenge of consecutive POI suggestion, which suggests nearby POIs based on a 

user's current location and other contextual information, has become increasingly feasible and 

relevant as mobile devices make it easier to collect such information. After a person has eaten, 

it's more logical to suggest a recreation location than a gym [3]. Furthermore, if we can foresee 

the future POIs of users, we can figure out where the event will take place. This task, however, 

is more difficult than standard POI suggestion due to the following factors. There may be tens 

of thousands of possible next-check-in POIs for a single query (user, current location), even 

though interactions between users and POIs are extremely rare [4].  

A user's personal choices and the current POI have a big role in determining what will 

be the next POI. After a day of hiking or other outdoor activities, it's simple to think that people 

would rather have supper than go shopping. As a result, the efficacy of consecutive POI 

recommendations depends on how to deal with sparse and sequential information [5]. 

Prospective itinerary identification, friend suggestion, direct marketing, and POI 

recommendation are only some of the uses of LBSN, which may be found in a wide range of 

situations [6]. It leverages past check-in data to model the user's behaviour and mine the user's 

preference for destinations. Using POI recommendations to improve the user experience and 

help marketers target consumers is a win-win for both parties [7].  

 

Figure 1. Authority and Hub structure of a HITS System 

Even though users may share their location information at any time and from any place, 

the sheer volume of data makes it difficult for them to zero in on the ideal location for their 

needs. The POI recommendation service is designed to provide mobile users with customised 

suggestions of nearby locations [8]. Locations identified by their coordinates as well as utility 

tags including restaurants, movie theatres, and attractions are called POIs. Based on the check-

in habits of comparable users, most POI recommendation systems learn about users' interests. 

Collective filtering (CF) is used in these algorithms since it believes the same people who like 

one service also prefer another. As a result, users can get suggestions for nearby points of 

interest based on the check-in data of their peers. It's important to keep in mind that people's 

behaviours might shift with the passage of time and place, and this approach fails to account 

for that [9]. 
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Because most people visit different locations at various times of the day, this strategy 

may result in incorrect suggestions. For example. It's possible to identify POIs and share your 

own interactions and personal activities relating to a certain area through the usage of LBSNs.  

The most popular LBSNs, like Foursquare and Facebook Places, have millions of users. Since 

LBSNs have amassed such a wealth of personal preference and location data, many service 

providers are eager to make use of it for commercial gain [10]. For example, a retailer may use 

LBSNs to promote specials and discounts in order to draw in more consumers. LBSN users 

might also benefit from such extensive datasets, such as promoting POIs based on check-in 

behaviour. LBSN recommends content based on a variety of parameters, including location, 

time, social media, category, comments, and images [11].  

To enhance the effectiveness of POI suggestion, such influential factors should be 

included and mined. A matrix factorization-based recommendation approach has been 

presented to fill in the user's choice for previously unvisited sites due to the lack of check-in 

behaviour. Check-in data reveals the preferences of distinct users over time and place for 

various geographical categories [12]. Filling in incomplete data of tensor user-category-time 

tensor is done by employing the tensor decomposition technique first. The sort of user's demand 

is shown by the location's categorization. The analysis of the user's preference category 

acquired from the tensor can be used to omit any unnecessary places. Users' preferred location 

is determined using the tensor decomposition result [13].  

A user's choice for a place is then considered from two perspectives, including the 

computation of similarity and spatial constraint [14]. A new technique of location preference 

calculation based on user and temporal similarity augments the user-based collaborative 

filtering method. It is possible to reduce the number of computations by using only the top k 

individuals who are most appropriate for the target user. The other considers a user's ranking 

of the most popular spots during a specified time period. The location of the user's previous 

check-in locations is a consideration here. As a last step, the HITS algorithm is used to 

determine a location's popularity [15]. 

Because LBSNs users would visit POIs for the aforementioned variety of reasons, 

precisely and thoroughly capturing these motives is difficult. The first step is to evaluate our 

dataset to identify the attributes of venues that are likely to draw in more visitors [16]. There 

are more check-ins at popular POIs. However, a POI's popularity is not just determined by the 

number of people who have checked in, but also by the manner in which those people have 

checked in. The key contributions of this paper are as follows: 

• We present a POI recommendation method based on the HITS model. Users' 

actions can be anticipated to impact their friends' activities in a similar way to 

how HITS-based models are improved.  

• The suggested method is adaptable since the parameters may be changed by the 

user to tailor the advice. In addition, the algorithm can handle a wide range of 

weights.  

• We can also use our technique to propose POIs to a group of users, which is 

beneficial for helping a group of friends/colleagues select a location for a get-

together, for example.  
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• Our suggested POI recommendation method is tested using the Foursquare 

dataset. Using past research as a benchmark, we find that using entropy-

weighted weights is the most effective strategy we could come up with. 

2. Literature Survey 

The incorporation of spatial and temporal aspects into systems has been used in recent 

studies to increase the accuracy of POI recommendation systems. As an example, Yuan et al. 

suggested a time-aware POI recommender system to increase the accuracy of POI suggestions, 

and this system provides a list of POIs comparable to the vast majority of POI categories that 

the user frequently visits during specific time periods. The problem is that it tends to result in 

a homogenous group of POIs. To prevent POI recommendation systems from being 

homogenised, Chen et al. presented an information coverage" strategy, which takes into 

consideration consumers' preferences and the variety of service categories [17].  

As a result of this strategy, consumers may be advised with additional POIs from a 

variety of categories [18]. Even if the POIs are related in some way, consumers may have 

difficulty selecting a few of them from a long list. Typically, users only pick one POI to access, 

that might result in a high number of incorrect suggestions. Despite the fact that consumers 

may have a wide range of interests, there is an inherent regularity in the time period in which 

they choose a service [19]. As an example, consumers may find it difficult to choose from a 

list of recommended POIs that includes tourist sites and retail malls as well as a zoo and Internet 

cafés, even if they may be involved throughout items.  

POI collections that include "adventures, stores, and restaurants" are more popular with 

users than those that don't. "Souvenir stores" and "signature eateries" can be found in the 

vicinity of "attractions." As a result, it is important to analyse the links between POIs that are 

suggested in order to limit the number of incorrect suggestions [20]. SocialMF, developed by 

Jamali and Ester, incorporates the transmission of trust to enhance the precision of the 

recommendation. An algorithm developed by Cheng et al. uses probabilistic matrix 

segmentation and a social normalisation factor to make recommendations on where to go. It 

aims to enhance the effectiveness of the location suggestion algorithm by integrating more 

geographical impacts [21].  

However, these approaches only suggest areas in which the user has shown an interest, 

regardless of how timely the information is. Recommendation systems may obtain less than 

ideal results if they know that a user like shopping in the afternoon, thus they should avoid 

recommending a certain store to that user in the morning [22]. When producing a suggestion 

for a user, it is important to consider both the preferences of the user and the time frame. When 

it comes to recommending POIs to a certain user at a specific time of day, the issue is how to 

do it. Consumer information retrieval POI recommendation approach by mining the effect of 

time frames and geographical features was presented by Yuan and colleagues [23].  

Measurement of place popularity is defined by using a distance function. Tensor 

deconstruction is also used for time-aware POI suggestion, considering the temporal effect. 

Tensor factorization was used by Zhao and his colleagues to analyse the relationships between 

POIs, users, and POIs, and POIs and time [24]. Using a ranking technique for POI 

recommendation, Li and his colleagues suggested a fourth-order factorization based on tensor 
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factorization to determine the effect of temporal change on user decision-making It also 

considers the long-term as well as the short-term preferences of the users [25].  

Existing research attempts cannot increase performance since just one or two elements 

are used, whereas additional relevant information is needed more to improve the effectiveness 

of recommendations. With Berjani and Strufe, you can get individualised recommendations for 

POIs in LBSSNs using a regularised matrix factorization-based recommender [26]. To 

overcome this issue, they offer a user preference method based on check-in counts, which they 

say is the major obstacle of POI recommendation in the LBSN. They tested their suggested 

strategy using the Gowalla dataset, and the findings show that CF-based strategies may be used 

to provide POI suggestions. This paper examines the traditional trajectories as well as unusual 

locales, based on GPS data from travellers. Users and POIs may be linked using this data, 

allowing for better POI suggestions for passengers. For starters, they recommend utilising the 

HITS framework to describe relevant locations [27].  

As a result, their technique does not consider the social impacts among users, as they 

employ GPS motions of specific users and it is difficult to trace the social relationships among 

these users [28]. Based on their findings, Zheng et al. suggest using GPS data to promote POIs 

and activities in collaboration. In their suggested technique, they exhibit improvements in POI 

and activity recommendations over the basic baseline by utilising the POI attributes and 

activity-activity correlations. Despite this, their methodology does not consider the social 

factors [29]. 

Leung et al. present a GPS-based framework for collaborative location 

recommendation (CLR). A user's location entropy is used to categorise them into three groups: 

Pattern users, Normal users, and Travelers. It uses a clustering technique known as CADC 

(Community-based Agglomerative-Divisive Clustering). The CLR is able to produce more 

accurate and refined suggestions based on the clusters. Urban POI-Mine (UPOIMine) is a 

technique proposed by Ying et al. to recommend POIs that considers both the interests of users 

and the qualities of the surrounding area [30]. Personal preferences, category context, highlight 

context, and POI popularity are all considered while producing suggestions.  

LBSN socio-spatial aspects are examined by Scellato et al., as well as the role of 

location variables in link prediction in LBSNs. In order to anticipate future check-ins, Noulas 

et al. have extracted and studied the LBSNs users' movement attributes [31], [32]. Several 

elements are proposed to capture the aspects that may encourage users to check in again in the 

future. Then, in LBSNs, they suggest fresh POI recommendations based on a random walk. In 

the research, they look at how often LBSNs users visit new POIs and examine the assumptions 

made when employing web-filtering algorithms to forecast human mobility [33]. Researchers 

have found that current filtering algorithms do not yield high-quality suggestions, and instead 

offer tailored random walk recommendations based on the examination of the LBSNs dataset. 

On the Gowalla dataset, their trials reveal a 5-18% improvement with the proposed random-

walk proposal [34]. 

3. Proposed System 

Before going into the specifics of our strategy, we'll go through the real-world dataset 

we have used, as well as some key trends in user behaviour we'll be considering for our model. 

During April 12, 2012 through February 16, 2013, Foursquare collected user check-in data in 
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New York City. We removed points of interest (POIs) that had been visited by little more than 

five people and filtered individuals who had checked in at no more than ten POIs. A total of 

17,816 points of interest (POI) are returned from Foursquare's database in and around 

Pittsburgh. These POIs fall into 9 major categories and 271 secondary categories. From March 

to July 2012, we tallied the check-ins at these POIs. Throughout this period, 44,437 Foursquare 

users made 1,226,769 check-ins at some of these POIs. Because of this, the 𝑈𝑎𝑐 is 27.61 check-

ins per user, but the 𝑃𝑎𝑐 is 68.86. Among the 44,437 users, we also find 297,580 friendship 

relationships. For categorising POIs, Foursquare uses a hierarchical category system defined 

by the company. 

3.1 System Model 

Hubs and authorities, or HITS, is a term used to describe the process of extracting 

information from connection architectures. By assigning a page a hub and authority score, 

HITS determine which pages are the best sources of information on a topic. Because the hub 

values of pages linking to it are added together, a page's authority score is equal to the total of 

the hub values of the pages linking to it, and vice versa. A good authority page is linked to by 

a lot of excellent hubs and a good hub page points to a lot of good authority sites, which shows 

that hubs and authorities work hand in hand. In this, the basic update operations are of the two 

vectors defining hub(𝑠𝑣ℎ) and authority(𝑠𝑣𝑎) scores are done as: 

{
𝑠𝑣ℎ = 𝑀𝑎 . 𝑠𝑣𝑎

𝑠𝑣𝑎 = 𝑀𝑎
𝑇 . 𝑠𝑣ℎ

         (1) 

Our suggested POI recommendations in LBSN is based on the HITS algorithm’s ideas 

of hubs and authority. It is our goal for LBSN users to see POIs with better authority scores; 

this is based on their hub scores. HITS, on the other hand, cannot be directly used to POI 

suggestions in LBSNs since the original HITS algorithm tries to tackle online search problems 

and social impact concerns are not relevant in web search problems. In LBSNs, users’ POI 

visits are likely to be influenced by their social connections as well. There are a number of 

ways that a user’s friends might propose POIs to him that he may like to visit, such as by 

checking in at the same POI together or by recommending some other POIs to the user. As a 

result, POI suggestions should also consider social relationships. We refer to the ratings 

generated by the check-in statistics of users at different times and locations as the relevance 

assessment in the recommendations.  
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Figure 2. Proposed model architecture 

Users may be interested in POIs in the relevance-based recommendation set, but the 

POI set may lack associations between POIs, making it impossible for users to access the POIs 

over and over again. This component examined the relationships among POIs to find the most 

effective pathways and developed a list of POIs covering more effective paths from which 

users may pick, thereby encouraging the user to visit more POIs. To study the relationships 

between POIs, it is necessary to identify the POI association rules. A POI’s association rules 

may be mined to determine how different POIs are connected because they are all designated 

with the same service tag. There are service tags for each POI, as well as the location property. 

This means that service types and locations influence the relationships between POIs. 

Considering that the location of POIs has a comparable effect on the associations among POIs, 

the relevance recommendation algorithm takes the location element into account and typically 

places POIs within a 10 km range. As a result, we’ll use this section to determine the 

relationships between POIs depending on different services they offer. 

3.2 Notations and System Considerations 

In the proposed network structure, we are assuming a graph structure for representing 

the LBSN structure. It is important to first explain the network paradigm that underlies our 

suggested HITS-based POI recommendation framework. Check-ins at POIs that users have 

built and friendships they’ve formed are both represented as nodes in the network. We define 

the graph structure as 𝑆𝑁𝑔 = (𝑆𝑁𝑣, 𝑆𝑁𝑒) and the components of the graph are defined as 

follows: 

Auth
ors

 Pre-
Proo

f



𝑆𝑁𝑣 = {𝑆𝑁𝑣1, 𝑆𝑁𝑣2, … 𝑆𝑁𝑛, 𝑆𝑁𝑛+1, 𝑆𝑁𝑛+2, … 𝑆𝑁𝑛+𝑚}     (2) 

𝑆𝑁𝑒(𝑥, 𝑦) = 𝑆𝑁𝑣(𝑥) ← 𝑆𝑁𝑣(𝑦)        (3) 

where 𝑆𝑁𝑣 denotes the vertices comprising of the users and their check-ins and 𝑆𝑁𝑒 represents 

the edge in the social network graph that is represented by 𝑆𝑁𝑔. 

∀𝑥, 𝑦 𝑆𝑁𝑣(𝑥) ← 𝑆𝑁𝑣(𝑦) ∈ 𝑆𝑁𝑒 and 𝑆𝑁𝑣(𝑥) ∈ 𝑆𝑁𝑣 for 1 ≤ 𝑥 𝑎𝑛𝑑 𝑦 ≤ 𝑛 + 𝑚.   (4) 

In this the value of 𝑛 is obtained from the overall count of the users of the considered 

network and 𝑚 represents the overall count of the POIs in the network. They could be 

represented as: 

𝑆𝑁𝑢𝑠𝑒𝑟 = {𝑆𝑁𝑣1, 𝑆𝑁𝑣2, … 𝑆𝑁𝑛} 𝑎𝑛𝑑 𝑆𝑁𝑝𝑜𝑖 = {𝑆𝑁𝑛+1, 𝑆𝑁𝑛+2, … 𝑆𝑁𝑛+𝑚}    (5) 

The entire set of the considered network contains |𝑆𝑁𝑣| number of vertices in 

combination, and can be obtained from the sum of 𝑛 𝑎𝑛𝑑 𝑚. In the social network graph, we 

consider different friendship edges that are represented by an undirected edge among the users 

and the POI. From this, we can obtain the adjacency matrix as follows: 

𝑀𝑎
𝑛×𝑛 =  {

1, 𝑤ℎ𝑖𝑙𝑒 𝑆𝑁𝑒(𝑥, 𝑦) ∈ 𝑆𝑁𝑒 
0, 𝐼𝑓 𝑒𝑙𝑠𝑒.

, 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 1 ≤ 𝑥, 𝑦 ≤ 𝑛.   (6) 

Also, we are considering check-in nodes that are in the graph and interested in 

calculating the corresponding adjacency matrix as: 

𝑀ℎ
𝑛×𝑚 = {

1, 𝑤ℎ𝑖𝑙𝑒 𝑆𝑁𝑒(𝑥, 𝑦) ∈ 𝑆𝑁𝑒 
0, 𝐼𝑓 𝑒𝑙𝑠𝑒.

, 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 1 ≤ 𝑥 ≤ 𝑛 𝑎𝑛𝑑 𝑛 + 1 ≤ 𝑦 ≤ 𝑛.  (7) 

We could define our proposed model for recommendation system based on POI and 

HITS with the help of the friendship and check-in edges as: 

𝑃𝑂𝐼𝑠𝑣𝑎
= (1 − 𝛼)𝑃𝑂𝐼𝑤. 𝑈𝑠𝑣ℎ

         (8) 

𝑈𝑠𝑣ℎ
= (1 − 𝛼)𝑈𝑤 + (1 − 𝛼)𝑃𝑂𝐼𝑤. 𝑈𝑠𝑣𝑎

+ 𝛼𝑈𝑠𝑣
0        (9) 

There are three factors that define a POI's authority score: users who already have 

checked in at the POI, the hub ratings of their friends, and the authority scores of the POIs that 

the user has logged in at. Users will be given recommendations for POIs based on the 

recommendation computation authority scores. The algorithm's weights will be defined as 

follows: 

We begin by looking at the graph's simplest case, which has a uniform distribution of 

edge weights. Overall weights for the friendship edges inside the social graph are defined as 

follows: 

𝑈𝑤 = {

1−𝛽

𝑑(𝑆𝑁𝑣𝑥)
, 𝑤ℎ𝑖𝑙𝑒 𝑑(𝑆𝑁𝑣𝑥) > 0 𝑎𝑛𝑑 𝐶𝑜𝑢𝑛𝑡𝑣𝑥 > 0

1

𝑑(𝑆𝑁𝑣𝑥)
, 𝑤ℎ𝑖𝑙𝑒 𝑑(𝑆𝑁𝑣𝑥) > 0 𝑎𝑛𝑑 𝐶𝑜𝑢𝑛𝑡𝑣𝑥 = 0

              (10) 

where 𝑑(𝑆𝑁𝑣𝑥) denotes the user degree for the social network with the friendship edges for the 

different POI values.  
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Overall trustworthiness of a friendship edge may be used to determine the weight of an 

edge inside the social graph. If such confidence values among users were available, we would 

apply the same friendship edge weights as in our dataset. We present two techniques for 

estimating the weights of edges among POIs and users. The check-in counts are used in the 

first technique to establish weights, whereas the entropies are used in the second way. 

3.3 Proposed Recommendation Process 

To determine the relative importance of online sites, the HITS algorithm does link 

analysis. Authorities and hubs are two of the most important notions in the algorithm. Having 

a large number of inbound connections indicates that a web page is trustworthy and contains 

useful information, which is indexed by a large number of other web pages. A hub section is a 

web page that acts as a clearinghouse for information on a particular topic and provides links 

to other authoritative resources. An authority is assumed to be cited by a large number of hubs, 

while a hub is assumed to be mentioned by numerous authorities.  

As with user trustworthiness and service reputation, a user can rate numerous services, 

and a service can get feedback ratings from many users. The subgraphs directed Graph was 

introduced by applying this concept to it. The aggregate of all the ratios between the user 

feedback rating and the reputation of each service, as determined in the previous incarnation, 

is the credibility of the user. The user's credibility rises if the feedback is near to what the 

consensus has ascribed to the online service, which is reflected by the reputation. As previously 

stated, the HITS approach is not adequate for analysing today's complex graphs since it treats 

each edge as if it were a separate entity.  

As a result, the evaluation of edges and the computation of weights are central to our 

work on improving HITS. Typically, the value of an edge is determined by the coincidences or 

correlations in the content or internal qualities of the two endpoints that make up the edge itself. 

Since the specifics of each graph must be considered, this approach cannot be used for all types 

of graphs. Our goal is to develop a worldwide approach for edge evaluation, and our strategy 

is to consider the number of an edge simply based on the hub and authority of two end points. 

An important aspect of this study is to determine which of these two factors has a direct impact 

on a particular group-based edge's authority and relevance. This association serves as the basis 

for evaluating the group-based attribute.  

 

 

 

Algorithm 1: Recommendation algorithm based on POI user and Time 

Input: 𝑼, 𝑻, 𝑴𝒄𝒉𝒌𝒊𝒏 

Output: 𝑹𝒆𝒄𝑼,𝑻 

1. Estimate 𝑺𝑵𝒗 = {𝑺𝑵𝒗𝟏, 𝑺𝑵𝒗𝟐, … 𝑺𝑵𝒏, 𝑺𝑵𝒏+𝟏, 𝑺𝑵𝒏+𝟐, … 𝑺𝑵𝒏+𝒎}. 

2. ∀𝒙, 𝒚 do 

       Find 𝑴𝒂
𝒏×𝒏 =  {

𝟏, 𝒘𝒉𝒊𝒍𝒆 𝑺𝑵𝒆(𝒙, 𝒚) ∈ 𝑺𝑵𝒆 
𝟎, 𝑰𝒇 𝒆𝒍𝒔𝒆.

. 

3. Estimate 𝑷𝑶𝑰𝒔𝒗𝒂
= (𝟏 − 𝜶)𝑷𝑶𝑰𝒘. 𝑼𝒔𝒗𝒉

 

4. Find 𝑼𝒔𝒗𝒉
= (𝟏 − 𝜶)𝑼𝒘 + (𝟏 − 𝜶)𝑷𝑶𝑰𝒘. 𝑼𝒔𝒗𝒂

+ 𝜶𝑼𝒔𝒗
𝟎 . 
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5. From the estimated ⟨𝑷𝑶𝑰𝒔𝒗𝒂
,𝑼𝒔𝒗𝒉

⟩ 

        𝑼𝒘 = {

𝟏−𝜷

𝒅(𝑺𝑵𝒗𝒙)
, 𝒘𝒉𝒊𝒍𝒆 𝒅(𝑺𝑵𝒗𝒙) > 𝟎 𝒂𝒏𝒅 𝑪𝒐𝒖𝒏𝒕𝒗𝒙 > 𝟎

𝟏

𝒅(𝑺𝑵𝒗𝒙)
, 𝒘𝒉𝒊𝒍𝒆 𝒅(𝑺𝑵𝒗𝒙) > 𝟎 𝒂𝒏𝒅 𝑪𝒐𝒖𝒏𝒕𝒗𝒙 = 𝟎

x 

6. Compute 𝑹𝒆𝒄𝑼,𝑻 as ∑ 𝒂𝒏𝒅 𝑴𝒉
𝒏×𝒎 = {

𝟏, 𝒘𝒉𝒊𝒍𝒆 𝑺𝑵𝒆(𝒙, 𝒚) ∈ 𝑺𝑵𝒆 
𝟎, 𝑰𝒇 𝒆𝒍𝒔𝒆.𝒙,𝒚 ≤𝒏+𝒎 . 

 

HITS describe hub as a measurement of the value of its interconnections to other nodes, 

and this cost is distributed evenly to its outgoing edges. To put it another way, authority may 

be used as a way to estimate the worthiness of the edges that connect to it, and the value is 

distributed evenly among them. Nodes in the same subject or group should be evaluated equally 

in analysis, and each graph edge should be estimated at the same level of significance. 

Furthermore, when all edges in a graph are homogenous, their two endpoints are in the identical 

group and their value is similar, hubs and authorities have a perfect correlation when their 

allocation values are unified into a single edge. Connections between nodes that belong to 

various groups are referred to as a none group-based edge.  

A considerable discrepancy between these assigned values is expected for none group-

based edges, which connect nodes inside a single group. This discrepancy, we assume, is much 

greater than for group-based edges. The group-based feature of edge is evaluated using the in 

correlative rate as a measurement and foundation. Correlation and “group-based” 

characteristics are more important for edges that have lower correlation rates, and vice versa. 

For this, we conduct experiments and examine the correlation rates rij of regular and group-

based edges. For the sake of experimentation, we employ link-farming as a representative 

sample of the non-group-based edge. Out-going and in-coming link-farms are two types of 

link-farms.  

As a result, a link-destination farms may have a high in-degree, but minimal connection 

to the graph's remainder. It's possible that spam nodes and link farms have a high out-degree, 

but they're not connected to the rest of the graph in any way. Our investigation compares the 

in correlative rates of edges via sample spamming on graphs. Due to the fact that edges on a 

real network cannot be judged for their honesty, we utilise a random graph in which all edges 

are generated at random, simulating association in a random graph through a random function. 

On the other hand, as we know, the value of edges is assigned based on the value of two ends. 

In an effort to standardise values, we recommend using the weight of pertinent edges with the 

same source or destination. Distinct normalisation operations are often carried out for edges 

that have a common source and a common destination. 

Algorithm 2: HITS based Recommendation with Social network graph 

Input: 𝑺𝑵𝒈 = (𝑺𝑵𝒗, 𝑺𝑵𝒆) 

Output: Recommendation Nodes. 

 

1. Set initial weight values of 𝑺𝑵𝒉, 𝑺𝑵𝒂 𝒂𝒏𝒅 𝑺𝑵𝒘 as specified in the problem. 

2. Estimate 𝑺𝑵𝒘
̅̅ ̅̅ ̅̅  and the value of 𝝆(𝑺𝑵𝒘

̅̅ ̅̅ ̅̅ ). 
3. ∀ 𝑺𝑵𝒏𝒐𝒅𝒆 do, 

        a. Estimate 𝑺𝑵𝒉 = ∑ 𝑺𝑵𝒘𝒙
𝒍
𝒙=𝟏 . 𝑺𝑵𝒂  

        b. Also, find 𝑺𝑵𝒂 = ∑ 𝑺𝑵𝒙𝒚
𝒙
𝒚=𝟏 . 𝑺𝑵𝒉  
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4. Normalise the hub and the authority information as 𝑺𝑵𝒘(𝒙, 𝒚) −  ∆(𝑺𝑵𝒘(𝒙, 𝒚) ≤ 𝟎. 
5. Calculate the corresponding edge weight as, 

𝑺𝑵𝒘(𝒙, 𝒚) = 𝑺𝑵𝒘(𝒙, 𝒚) − |𝑺𝑵𝒘(𝒙, 𝒚). (𝑺𝑵𝒉 − 𝑺𝑵𝒂)|, while 𝒙 ≠ 𝒚 𝒂𝒏𝒅 𝑺𝑵𝒘(𝒙, 𝒚) ≠ 𝟎. 
𝑺𝑵𝒘(𝒙, 𝒙) = 𝑺𝑵𝒘(𝒙, 𝒚) + |𝑺𝑵𝒘(𝒙, 𝒚). (𝑺𝑵𝒉 − 𝑺𝑵𝒂)|, while 𝑺𝑵𝒘(𝒙, 𝒙) ≤ 𝑺𝑵𝒘

̅̅ ̅̅ ̅̅ +
𝝆(𝑺𝑵𝒘

̅̅ ̅̅ ̅̅ ) 

6. Normalise the edge weights as 

𝑺𝑵𝒘(𝒙, 𝒚) =
𝑺𝑵𝒘(𝒙, 𝒚)

√√∑ (𝑺𝑵𝒘𝒙)𝟐𝒍
𝒙=𝟏 . √∑ (𝑺𝑵𝒙𝒚)𝟐𝒙

𝒚=𝟏

 

7. Return recommended Authority hub list. 

 

For each user's present location, our algorithm generates a prioritised list of the next 

few POIs they would like to visit. However, the ranking sequence of candidate POIs is more 

important to us than the probabilities. We present a pairwise ranking objective function in 

accordance with the BPR optimization criterion. According to user preferences, we provide 

recommendations for nearby locations. Locations that don't fit the user's interests should be 

removed from the user's POI suggestion list. Based on this, the check-in frequency matrix is 

rebuilt. As a further step, we gather the user's preferred places at a given time. However, unlike 

existing collaborative filtering methods, we build a similarity computation algorithm that 

considers both the time and the user.  

Final findings are returned as recommendations after the user-based collaborative 

filtering process has been used to obtain probability values for all POIs. We employ a 

collaborative filtering technique and a new similarity computing approach to calculate the 

user's preference for each place. Rather of calculating the degree to which the target user as 

well as all other users are alike, this study examines just those users who have a high degree of 

similarity with the target user in terms of their actions. In this case, we employ a collaborative 

filtering technique to pick out people with high similarity values and exclude those with poor 

similarity values. Using check-in information, we can partition every day across time frames 

based on the time spent at each location.  

By combining the cosine similarity metric with different time windows, we are able to 

compare the location-visiting patterns of all users. For sparse data and better recommendation 

time correlation, we mix the likelihood of time interval with recommendation methods and 

apply flattening technology extended to all time slots. Calculating how likely it is for a user to 

visit an area at the given time slot requires us to determine the degree to which the user has 

previously visited the place and then multiply that number by the proportion of likeness 

between that location and the overall similarity. In the end, a POI recommendation result may 

be generated based on E, which signals a new choice value both regarding the time slot and 

user's similarity. The preferred rating of geography for a target user is calculated using just the 

upper similarity between users to that target user. Users with a high degree of similarity play a 

vital part in suggestion.  

The distribution of users' check-in locations is initially examined for POI suggestion 

using graphical data. Users tend to congregate in a specific region when they visit the site. As 

a user, the check-in sites constitute a cluster for you. This is an indication that the user is 

focused on a certain region. A user can go to a new location that is near to where he has 
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previously checked in. To put it another way, the user is much more likely to be interested in a 

location that is close by. For example, if a user is looking for a nearby place, we can propose it 

based on the user's location. We get a pseudo centre of a user's past visiting places and calculate 

the distance between each site and the pseudo centre for each user.  

Distance between two points can be calculated using the great circle technique, which 

measures the length of a straight line that connects them. When it comes to location, people are 

much more concerned in what is close by. They like to visit a place that is near to home. Users' 

most frequented destinations may also include useful preference data for your intended 

audience. As a result, places that are both well-known and conveniently located for a user's 

current location will be given consideration as potential destinations. In order to determine the 

popularity of the sites, this study makes use of HITS. If a place is well-liked by the general 

public, it will be treated as an authority page, with each user as its own hub page. For given 

user at time slot 𝑇, we receive a list of possible locations based on geographical limitations and 

the HITS algorithm. 

4. Results and Discussion 

Based on our Foursquare dataset, we test out the HITS method described in this section. 

Before presenting our findings, we explain the methods and metrics we used to assess the 

algorithms. First, we remove users and POIs with a small number of check-in events from the 

dataset, and then we randomly partition the remaining dataset into two sets: one for testing 

algorithms and the other for training them. In particular, we utilise the authority ratings to rank 

the POI options after running the suggested algorithms on the network produced from the 

training dataset. Depending on the rankings of the POIs, we propose the top-N POIs.  

We next compare the top-N POIs to the testing dataset. There is a unique identifier for 

each user and a unique POI-ID for each place. Users that checked in less than five POIs and 

POIs that were verified by fewer than five users were omitted from the recommendation 

algorithm due to the lack of reference value. Following standardization, the Foursquare dataset 

includes 289306 check-ins supplied by 1321 people, and it contains 4412 POIs. To test the 

effectiveness of the proposed method, we carried out an experiment to evaluate the propagation 

path reportage top-POI recommending system with multiple state-of-the-art recommendation 

algorithms. Both the UST and the greedy algorithm (GA) with pruning optimization are used 

to determine the top-k LC-POIs, or user-spatial-temporal unified frameworks. The following 

three metrics were used to evaluate the quality of the recommendation approaches. 

The studies were carried out on a Windows PC with a 4-core Intel i5 3.2 GHz CPU and 

8 GB RAM using Java and the experimental environment. For our suggested technique, the 

specific aspects employed for model are given as follows. Node benefits for the user include 

number of check-ins, unique visited POI count and check-in timing information like day-of-

week, time of day and social connections. Features of POI nodes, include information on POIs' 

categories and latitude and longitude, which are handled via one-hot encoding. User nodes and 

POIs may also be connected by edge features like how many times they've visited each other's 

POIs, how many times they've checked in to each other's POIs on the same days/hours, and 

how many times they've checked in to each other.  

Table 1. Precision Comparison with existing algorithms 

  Precision 
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N UST AKAWO Proposed HITS 

1 0.08 0.1254 0.1459 

2 0.0768 0.1211 0.1412 

3 0.0725 0.1196 0.1392 

4 0.0701 0.1168 0.1356 

5 0.0687 0.1124 0.1322 

6 0.0654 0.1089 0.01254 

7 0.0639 0.1035 0.1212 

8 0.0611 0.0965 0.1985 

9 0.0602 0.0865 0.1886 

10 0.0589 0.0785 0.1725 

 

In order to evaluate a recommendation model's effectiveness, we use three metrics: 

precision, recall and normalised discounted cumulative gain which assigns larger points to hits 

at the top positions. If you don't specify differently, the top-10 recommendation is applied for 

calculating metrics. The findings of each experiment are averaged over a total of ten trials. In 

this part, we test the model of the proposed approach from four perspectives, namely, negative 

sampling, social ties, sequential check-in behaviour, and profile information.  

 

Figure 3. Precision comparative analysis 

The framework's hyperparameters are set as follows: User and POI embedding 

dimensions are both set to 128. The hidden state feature dimensions are both set to 32. POI 

sequence length is by default eight bytes. The user node representation vector sizes are both 

set to 32, and MLP depth, which determines preference score, is set to two by default. How 

social media network information effects the operation of the framework and the attention 

mechanism influences the combined with social links are two ways in which social interactions 

are evaluated. To demonstrate the effectiveness of modelling social impact we observe that if 

a basic average technique is applied, the framework enhances the variant without using social 

network information. When it comes to combining social influence, we also look at the 

structure of the attention strategy in use.  

Table 2. Average precision value for different parameter combinations 
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N β = 0.05 and λ 

= 0.15  

β = 0.25 and λ = 

0.75  

β = 0.35 and λ = 

0.65  

β = 0.5 and λ = 

0.75  

β = 0.85 and λ = 

0.95  

1 0.215 0.205 0.195 0.185 0.158 

2 0.209 0.199 0.189 0.179 0.112 

3 0.2014 0.1914 0.1814 0.1714 0.0896 

4 0.1992 0.1892 0.1792 0.1692 0.0758 

5 0.1895 0.1795 0.1695 0.1595 0.0724 

6 0.1756 0.1656 0.1556 0.1456 0.0711 

7 0.1625 0.1525 0.1425 0.1325 0.0702 

8 0.1598 0.1498 0.1398 0.1298 0.0668 

9 0.1568 0.1468 0.1368 0.1268 0.0621 

10 0.1521 0.1421 0.1321 0.1221 0.06 

 

We are particularly interested in how the attention mechanism's performance is affected 

by the network's depth. Because sequential check-in behaviour patterns are so important to 

users, we found that the entire framework considerably outperformed the variation in all 

situations. Social network information has a less impact on tailored POI suggestion, suggesting 

that sequential activity patterns have a more significant influence. Because we explicitly model 

users' sequential check-in habits, we take into consideration both spatial and temporal 

influences, as well as the effect of these factors on the model's output. 

 

Figure 4. Parameter based precision analysis 

The complete dataset is used in this part. We'll use 𝛽 = 0.85 and 𝜆 = 0.95 as our starting 

points, and then we'll look at the parameters. Compared to previous algorithms, the suggested 

approach employing entropy weights has the highest average precision, followed by the HITS-

based algorithm utilizing the uniform weights. Recall is greatest for entropy weights in the 

proposed method, followed by uniform weights in HITS in the second place. All three new 

algorithms outperform older ones in terms of precision and recall. The recall performance of 

all four methods improves with larger values of the constant 𝑁. Using the same settings, we 

will test the accuracy and recall in the Evening Spot category dataset in this subsection.  

Table 3. Recall value comparison 

  Recall 
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N UST AKAWO Proposed HITS 

1 0.069 0.05 0.1 

2 0.079 0.1 0.15 

3 0.115 0.129 0.2 

4 0.136 0.165 0.23 

5 0.168 0.198 0.27 

6 0.245 0.254 0.3 

7 0.285 0.267 0.353 

8 0.312 0.298 0.39 

9 0.322 0.352 0.321 

10 0.335 0.379 0.365 

 

Entropy weights have the highest average accuracy, followed by respect to the weights 

based on check-ins, according to our results compared to other suggested algorithms. It's also 

clear from this graph that the suggested algorithm based on entropy weights, backed by the 

recommended algorithms based on the check-ins, is the most accurate. Although there are no 

significant differences between the suggested algorithms employing different edge weights, 

recall rises as 𝑁 grows. Both of them outperform the suggested method, which uses uniform 

weights, by a large margin. It's important to note that, when applied to the complete dataset, 

the uniform weights technique outperforms the check-in weights algorithm.  

 

Figure 5. Recall comparison analysis 

Users' check-ins are more diversified when compared to a single POI's classified data, 

and the category information adds additional uncertainty to the recommendations. Because of 

this, the weights should be evenly distributed. In this section, we examine the effects on our 

dataset of varying the values of the parameters and. A dataset is used to demonstrate the 

accuracy of the proposed method with entropy-based weights. 𝛽 = 0.85 and 𝜆 = 0.95 have the 

highest precision, whereas 𝛽= 0.15 and 𝜆= 0.95 have the poorest precision. The original hub 

score vector's weight is determined by the value of the parameter.  
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Figure 6. Runtime comparative analysis 

Because the original hub score vector for a user is zero except for the 𝑘𝑡ℎ element, 

which has a 1 in it, the nodes that are closest to the user are more important when updating hub 

scores, we found this to be true in our experiment. It is more difficult to configure parameter. 

When updating hub scores, social influence and check-in behaviour are balanced out by the 

parameter. The higher the, the greater the impact of check-ins on hub score updates. The greater 

the value of, the poorer the outcomes; however, when is significant (example, 𝛽= 0.85), the 

greater the value of is, the better results are obtained. In summary, the best values for and 

should be determined depending on the dataset's characteristics. 

5. Conclusion 

In LBSN, POI suggestion is a popular study focus. LBSNs allow users to share and 

locate POIs, as well as their own social activities and memories associated with specific areas. 

With the use of social network ties and check-in behaviour from LBSN users, we developed a 

HITS-based POI recommendation algorithm for usage in LBSNs. Using two metrics – accuracy 

and recall – we compare our proposed algorithms with the most recent POI suggestion on the 

Foursquare dataset. The suggested approach with weights based on entropy provides improved 

results for both precision and recall. We also test the suggested algorithms on a classified 

dataset, and we find that the algorithms perform better on this dataset than the complete dataset 

does. The category information helps the recommendation work better, therefore this is what 

we conclude. For further information on how different factors affect performance, please see 

the following section: In the future, we want to do quantitative research on the topic of edge 

weights and how category information might be utilised to enhance algorithms. 
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