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Abstract - The consumption of energy in the residential area causes adverse impacts on the environment. The mitigation or 

maintenance of power consumption can be the main step to preserve electricity for the future and proper supply. In context 

with this, the work focuses on predicting the consumption of energy with the novel hybrid tactic. The hybrid tactic is the 

integration of Temporal Fusion Transformer (TFT) and Convolutional Neural Network (CNN) (HTFT-CNN). This work is 

developed to predict the usage of energy across varying time frames with the grip of a multivariate time series of the power 

consumption of individual residential areas. The proposed HTFT-CNN is implemented to combine both the feature and 

temporal-based data and can be utilized to observe intricate consumption patterns. The Attention mechanism (AM) is 

implemented for the fusion of features that are obtained using the proposed HTFT-CNN tactic. The multi-step (k=24) for 

input sequences and k=24 is the length of input sequence at 24 hours. Simulations are conducted to analyze the robustness 

and forecasting accuracy of the designed model with the parameters such as Root Mean Square error (RMSE), and Mean 

Absolute Percentage Error (MAPE). The analyzed performance depicts that the proposed design can be used for planning 

and energy management in the residential area with minimized RMSE and MAPE values.  
  

Keywords -   Power consumption, Residential area, Forecasting accuracy, and Multivariate time series. 

1. Introduction  

Since inefficient buildings are the main source of worldwide energy use and emit greenhouse gases, creating ecologically 

friendly and energy-saving structures is now essential to protecting natural resources [1]. Buildings use a large amount of 

energy, which contributes to serious sustainability problems including airborne pollutants, heat pollution, and warming 

temperatures, among others that have a detrimental effect on human survival [2]. The last few years have seen a major rise in 

the energy consumption in buildings as a result of rapidly developing cities and increases in population. One of the primary 

forces behind human endeavors is energy [3]. Preserving the smart electricity distribution technique's reliable and effective 

performance is essential.  

Demand management [4] can control how much power is delivered to consumers in a residential electrical grid and balance 

the pressure on the network. Fundamental consumption of power, which gauges a nation's overall energy requirements, 

comprises the power industry's as well as expenditures incurred throughout the transmission and conversion of energy and 

the ultimate absorption by the recipients of the energy. The term "energy consumption" [5] describes all of the energy 

required to carry out a task, produce goods, or just live in a structure. Here are a few instances: The entire energy use in a 

plant can be calculated by calculating the energy used in every manufacturing procedure, such as the manufacturing of 

automobile components.  

This covers nuclear energy using uranium or plutonium, fossil fuels (oil, natural gas, and coal), and energy from renewable 

sources [6] (wind, solar, and wave energy). Secondary sources, like energy that travels through transmission lines to 

residences, can be produced by primary sources. The four different industries that make up our usage of energy are public 

transport, manufacturing, business, and domestic. Energy is needed for several tasks, including illuminating workplaces, 

operating automobiles, transporting and keeping us comfortable in our houses and producing the goods that we consume. 
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Both residential and business buildings comparably consume power. We rely on gadgets, printers, devices, lighting, heating 

water for housework and bathing, and maintaining an acceptable temperature in our accommodation.  

In a power plant [7], electromagnetic generators, which are mainly powered by heat turbines powered by radioactive decay or 

chemical ignition but can also be powered by other sources, including the atmosphere and water flow, are responsible for 

producing the majority of the energy produced. Electric power [8] has the benefit of being a consistent, dependable source 

that keeps devices operating effectively and continually. Once the distribution lines are operational, moving electricity is 

simple. They require little to no upkeep and last for many years. It makes for a happier, safer, and more satisfying life. 

Organizations can increase output and reduce the price of supplies by utilizing it.  

We can make a difference to better times in two distinct manners: by limiting our energy usage and by utilizing cutting-edge, 

power-efficient devices.  Sulfur dioxide and nitrogen oxides are produced during the burning of feedstock in power stations 

that generate energy. These are the two main environmental contaminants that cause damage. There is a lot of dangerous 

radiation emitted that can kill people and other living things. For the forecasting prediction, the proposed work introduced an 

innovative technique with the hybridization of CNN and TFT. Major points are, 

➢ The data from the households are collected and processed using the data processing step which includes two steps 

namely TNN and normalization. The TNN is used to find the missing data and fill it with the data that are in ranges 

that are set in the proposed work. 

➢ The prediction stage is based on the hybridization of both CNN and TFT used for feature extraction and feature 

mining. The mined features are fused using the AM mechanism and also provide the predicted output of the 

forecasting of loads. 

The roadmap of the work is shown, in section 2, the literature survey is analyzed and highlights the features of state-of-art 

works. The problem definition is included in Section 3. The proposed work is elucidated in section 4 and simulation results 

are included in section 5. Finally, the work is concluded in section 6. 

 

2. Literature Review 

To lower power bills, improve peak-to-average ratios (PAR), and achieve the ideal balance between electricity bills and 

customer fatigue in the smart grid, Hafeez et al. [9] suggest a day-ahead grey wolf modified enhanced differential evolution 

algorithm (DA-GmEDE) and an artificial neural network (ANN)-based prediction generator-based home energy management 

controller (HEMC). The demand response (DR) signal and power usage structures determined by value are predicted by the 

anticipated generator and intelligent home devices for successful energy control. It is contrasted with two standard 

techniques: the day-ahead game-theory (DA-game-theoretic) oriented method and the day-ahead genetic algorithm (DA-GA) 

determined system. The suggested approach executes 33.3% better than the standard solutions. But there's a lack of attention 

given to the use of energy. 

The effectiveness of Energy Consumption Prediction (ECP) techniques is hindered by several issues, including weather 

patterns and residents' unpredictable behavior. Ullah et al. [10] provide an intelligent hybrid technique that uses three phases 

to integrate a Multi-layer Bi-directional Long-short Term Memory (M-BDLSTM) method with a Convolutional Neural 

Network (CNN). The suggested strategy starts with integrating pre-processing and data organization techniques to clean up 

the information and eliminate anomalies. To quickly acquire a particular structure, the second phase uses a deep learning 

network. The corrected data series is entered into the CNN via the M-BDLSTM network. The third phase creates the ECP/PC 

and uses measured errors to assess the forecast. The efficiency of the suggested strategy is demonstrated by the superior 

forecasting outcomes. Hence, personal behavior can have an impact on energy consumption. 

Machine learning (ML) techniques are appropriate for predicting energy use in structures during the initial phases of 
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development to prevent the establishment of more resource-inefficient structures. Olu-Ajayi et al. [11] use an extensive 

database of residential properties to forecast annual energy usage in buildings through the use of multiple machine learning 

approaches, including Deep Neural Network (DNN), Artificial Neural Network (ANN), Random Forest (RF), Gradient 

Boosting (GB), Linear Regression (LR), Support Vector Machine (SVM), K Nearest Neighbour (KNN), Stacking, and 

Decision Tree (DT). The findings indicate that DNN is the most effective prediction system for energy consumption at the 

beginning stages of layout. These simulators demand many excess variables, most of which are unattainable. 

An original approach to the problem of consumption of energy management in automated residences Rocha et al. [12] 

combines three distinct artificial intelligence (AI) methods. The framework of demand-side optimization is implemented 

using an Elitist Non-dominated Sorting Genetic Algorithm II. Using the Support Vector Regression method, the demand-side 

management additionally takes into account a distributed production projection for the subsequent day. The K-means 

clustering method was used to identify the user convenience stages, which were verified by computational modeling using 

authentic information from a smart house. A 51.4% cost decrease demonstrated the effectiveness of the suggested method. 

Nevertheless, it doesn't try to enhance user experience and doesn't offer a statistic to measure it. 

Demand management requires reliable short-term load forecasting (STLF) as a core requirement. Hong et al. [13] provide a 

short-term residential load forecasting system that uses deep learning to exploit the spatiotemporal connection found in 

consumption information obtained from devices. Additionally, a technique based on iterative ResBlock and deep neural 

networks is suggested for determining the link between various energy usage attitudes for STLF. The findings demonstrate 

that iterative ResBlocks and data loaded from the devices may assist in enhancing prediction effectiveness. Thus, it is 

insufficient to communicate with various residential customers.  

Large electrical transmission lines have rapid growth in consumption of electricity data while multiple scenarios for STLF 

have been presented, Syed et al. [14] established a hybrid clustering-based deep learning approach for STLF at the surface of 

the distribution transformers, offering greater flexibility. A k-Medoid-based technique is utilized, and predictive algorithms 

are created for various load profile areas. Six levels make up the constructed deep neural network, which uses TensorFlow's 

Adam optimization. The suggested approach can be applied at any scale to massive electrical systems and enormous data in 

intelligent power systems. Nevertheless, the systems incur high computational costs. 

An efficient IoT sensing platform to forecast energy consumption for the ideal layout of building-extensive power 

distribution schemes Goudarzi et al. [15] presents an improved hybrid model based on the Imperialist Competitive Algorithm 

(ICA) and Auto-Regressive Integrated Moving Average (ARIMA) was created to determine power use accurately. By 

modifying the ICA method, the ARIMA algorithm's variables were modified to increase fitting precision without excess 

fitting of the collected data. To keep attention on the anticipated values, an Exponentially Weighted Moving Average 

(EWMA) was then used. The suggested AIK-EWMA hybrid model was evaluated and theoretical evaluations were used to 

verify it with greater accuracy. Hence, the strategies utilized result in insufficient projections. 

 

3. Problem Description  

The residential load is considered with the time series of the jth customer with a step size of time t denoted as . The 

forecasting for the general load has to be predicted for the load time series of  for the 

future and its respective past series is for the deemed jth customer. For the  reference time 

considered is which is unavailable at the time of prediction. Meanwhile, the known value over the entire time is and 

taken as covariates for the duration of . An example of this is weather forecasting or the hour of the day.  

Subsequently, without considering the parametric distribution specifically, the conditional distribution of the targeted 

variable can be predicted with the Quantile regression.  This can be used to predict the uncertain nature of the possible loads 

and also provides information about the demands of the loads. Apparently, the energy management system in the house area 
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is optimized with quantile load forecasting. The quantile prediction of this problem can be effectuated with the probabilistic 

quantile regression tactics as  from the P target quantile set at the prediction time of . The 

expression for the multi-step quantile prediction is effectuated as follows, 

   (1) 

Ignore the term j from the subscript for simplification and add it if it is needed by the customer. For each time step, the input 

of various variables is expressed as, 

   (2) 

The concatenation step used here is and the prediction of the next quantile at T+1 from the beginning of the time series. 

With the window of incorporated with the time slots of consecutive, the forecasting models are trained. It is 

simple, it can be termed as condition and prediction windows with the time ranges of  and with respect 

to Yt correspondingly. The single step forecasting met the disadvantages of higher frequency forecasting, seasonal analysis, 

sub optimal resource management and limited horizon. In this work, we have adopted multi step forecasting model due to the 

advantages of weather sensitivity, effective energy trading, effective demand response programs and better utility planning.  

 

4. Proposed Hybrid Deep learning based residential load forecasting 

The main aim of the proposed work is to improve the effectiveness of power consumption in the residential area with load 

forecasting. It is an important tool for energy supply management and to enhance the forecasting accuracy of the residential 

area HTFT-CNN technique is utilized. The proposed overlay for the prediction of energy consumption for load forecasting is 

illustrated in Figure 1. The input of the work is processed and pushed to the prediction block which is the integration of CNN, 

TFT, and AM. This block effectively predicts the energy consumption and also the uncertainty of future electricity. The 

features are fused using the AM and the output is displayed.  

4.1 Data processing 

The smart meters used in residential areas are used to collect the energy consumption via different communication networks. 

With the inclusion of interference that is susceptible to the communication networks, the loss of data is unavoidable. Hence 

to process the missing data some techniques should be implemented. For filling the missing data frames T-nearest neighbors 

technique is used [18]. The expression can be used for the time t using the above technique as, 

 (2) 

The adjacent values that are selected are denoted as L with the interval duration of T. when the time the respective output 

is . If the interval of the missing data is relatively long the data will be ignored. Meanwhile, the singular data is only small 

over the collected data and impacts the efficacy of the model. Hence these ranges are limited to a particular range for a 

certain distribution. To achieve this, linear normalization is used and can be determined as, 

    (3) 

The current input data is  and its respective output is . The lower and upper limitations of the data ranges are 

represented as and respectively [19]. 
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Fig 1: Proposed overlay for the prediction of energy consumption for the load forecasting in residential area 

4.2 Prediction stage 

This is the stage for the prediction of energy consumption patterns among various residential areas and it includes CNN-

based feature extraction, TFT-based feature mining, and AM-based feature fusion. This is briefly delineated in the following 

section. 

4.1.1 Multivariate CNN for feature extraction 

CNN is used for the feature extraction and it includes two elements such as (i) convolution, and (ii) pooling operations. The 

convolution operation is formulated as follows, 

     (4) 

Using J filters and bias c the output of is that is convoluted and the definition of each filter is . The feature 

map’s value is activated with the activation function of the convolution operation [20]. The Rectified Linear Unit 

(ReLU) is used for the activation function with feature maps of nonlinear expressions for the enhancement of feature 

expression and can be formulated as, 

      (5) 

To swift the convergence speed of the network along with the mitigation of feature maps dimensionality pooling operation is 

used. For obtaining the robust feature determination, pooling features with scaling invariance is used. The pooling operation 

of the proposed CNN includes maximum, minimum, and mean pooling. The maximum pooling operation is described as 

follows, 

     (6) 

The pooling size of the CNN is t with the previous layer’s feature map is . 

4.1.2 Multivariate Temporal Fusion Transformer (TFT) 

In multivariate time series, the future inputs covariate via Temporal Fusion Transformer (TFT). The temporal dynamics were 

analysed to forecast in grip of multivariate time series with higher performance of TFT. Interpretive and recurrent self-
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attention layers are carried out in the long-term and local processing. From the accumulating layer groups, the relevant 

attributes are selected to control superfluous components [16]. While handling big datasets, the TFT makes enhanced 

network convolution depth for power consumption. For specified input variables and each time step, the variable selection is 

accomplished by delivering flexibility to networks. Any unnecessary component structure is ignored to provide gating 

methods. The context vector encoding included static features to the network using temporal dynamics. The local processing 

responsibility is taken with the layer of sequence-to-sequence. The long-term dependency deals with the block of 

interpretable multi-head attention.  

The less information produced to adopt a deterministic forecasting model which produces detailed forecasting, training time 

reduction, and minimal statistical calculations. The prediction of short-term power like daily and hours remained with this 

deterministic approach. The data variations like randomness, periodicity, seasonality, and trend are caused by many factors 

for time series data. For the long time period, the data increase or decrease is shown via trend. An irregular variation refers to 

randomness [17].  

                                      (7) 

At time t, the observed value , random component , period component , seasonal component and trend component . 

An incorrect linear correlation guided with trend factor to predict the problem of time series data. At similar times, the 

randomness, periodicity, seasonality, and trend learning the complex tasks for machine learning models. To remove trends, 

the data and trend forecasting are two various tasks.  

The differencing transform model is to ignore data of trend. At time t, the data load is subtracted, and the time. The linear 

regression algorithm is a load trend that is predicted by using the power consumption forecast model. The below expression 

represents the model of linear regression. 

                                      (8) 

The label data and predicted value is and . The input vector and learning parameter for training are given as; 

                                      (9) 

                                      (10) 

The square variation among label data and predicted value defines the error prediction during power consumption 

forecasting, which is the objective function.  

                                      (11) 

The objective function is optimized to determine the weight vector value as . The designed components are learned and 

observed effectively for power consumption prediction. For residential area power consumption prediction, suitable network 

architecture depth provided effective and error-minimized results. At each step, appropriate input variables are selected with 

the variable selection in TFT. The relationship among static inputs is learned to allow the static input encoder using TFT. 

Additionally, the material inputs observed and short and long-term temporal relationships. For predicting and processing time 

series data, the TFT model is more effective and has better results. 

4.3 AM-based feature fusion for forecasting prediction 

This AM will provide cognitive reconstruction rather than mean judgment and the architecture is shown in Figure 2. The 

fully connected layer is FC used for the fusion of output of the AM and the outcome is evaluated as, 

   (12) 

The output obtained after the TFT is  with a hidden vector of dimensionality . The weight matrix is 

determined as,  [21]. The input to the AM block is the output of the TFT. The alignments of input and 

output vectors are effectuated with the alignment approach . The output vector is determined as . The 

score of an alignment is evaluated as, 
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   (13) 

For the alignment model, the  is considered for  with bias parameters . With the softmax 

operation, the element is evaluated as, 

    (14) 

The jth and ith elements of  implied as j and i. After the completion of AM the fully connected layer is applied for the 

completion of final forecasting outcomes or prediction outcomes. 

 

Fig 2: AM for feature fusion 

 

5. Experimental Results and Discussions 

The power consumption forecasting using proposed model efficiency is evaluated in this section. Compared to the existing 

works, the proposed offers better forecasting accuracy, MAPE and RMSE score performances during power consumption 

prediction in residential house. 

5..1 Dataset Description 

Collect the experimental dataset form UCI machine learning repository of 

https://archive.ics.uci.edu/dataset/235/individual+household+electric+power+consumption. Based on each individual house 

energy usage, the four years’ worth of multivariate time series data present in this dataset. From a single house in Sceaux, 

France, collected 2075259 records included in the dataset that 7km away from Paris. Compile the records using a 47-month 

period from December 2006 to November 2010.  

 

Figure 3 outlines the multi-step (k=24) for input sequences. Where, k=24 is the length of input sequence at 24 hours. The 

multiple input sequences like outdoor climate, energy and time variables are considered. The dry-bulb T (outdoor dry-bulb 

temperature), RH (relative humidity) and solar radiation present in outdoor climate variables. The 24-h time and day type 

described in time oriented variables.  
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Fig 3: Input sequences for multi-step (k=24) 

5.2 Performance Analysis 

The performance of RMSE at k=24 is described in Table 1. Table 2 outlines the performance of MAPE at k=24. Both RMSE 

and MAPE results are varied based on the varying number of epochs from 20th to 100th. Vary the value of k from k=24. The 

power consumption forecasting computed by varying k from k=24. Increase the uncertainty with error values of MAPE and 

RMSE. The percentage of error measured and MAPE and RMSE expressed for each k-step. Across 20th to 100th epochs, the 

average percentage error among actual and predicted values measured.  

 

Table 1: Performance of RMSE at k=24 

k 

value  

Number of epochs   

20 40 60 80 100 120  

k=4 0.0012 0.0014 0.0305 0.0543 0.0142 0.0425 

k=8 0.0321 0.0475 0.0015 0.0079 0.0403 0.0321 

k=12 0.0543 0.0328 0.0023 0.0254 0.0025 0.0021 

k=16 0.0463 0.0081 0.0498 0.0019 0.0032 0.0071 

k=20 0.0025 0.0070 0.0063 0.0532 0.0043 0.0210 

k=24 0.0068 0.0069 0.0543 0.0258 0.0082 0.0561 

 

Table 2: Performance of MAPE at k=24 

 

k value 

 Dataset  

20 40 60 80 100 120  

k=4 16.12 14.21 17.254 17.43 19.14 11.25 

k=8 16.43 14.33 17.19 19.79 18.75 10.21 

k=12 16.33 14.28 16.32 18.63 18.28 12.21 

k=16 18.32 15.81 17.63 19.25 19.81 10.71 

k=20 18.93 14.70 16.25 18.68 18.70 12.10 

k=24 18.43 15.69 17.68 19.58 19.69 15.61 
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The proposed prediction accuracy based on training and testing parameters is outlined in Figure 4. The residential area power 

consumption predicted using proposed TFT and CNN. The training and testing accuracy for the prediction of power 

consumption in residential areas. Perform training process and it superior to testing accuracy during prediction at various 

k=24. The accuracies of both training and testing outperformed better results of proposed work. Both training and testing 

accuracies are above 90% and at the peak level it reached to above 0.93. 

 

Fig 4: Proposed prediction accuracy based on training and testing parameters 

Figure 5 shows the performance evaluation for training and testing processing time. Split the data into training and testing 

parameter under the ratio of 7:3. The x-axis representing k values at 24 and y-axis representing processing time. Both training 

and testing processing time is evaluated under various residential areas. Measure the processing time in terms of seconds. For 

individual house, the training and testing time get varied at k=24. Training processing times is less when comparing with 

processing time of testing during power consumption prediction. 

 

Fig 5: Performance evaluation for training and testing processing time 

The RMSE comparison plot is outlined in Figure 6. The existing DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] 

and proposed model shows the results of RMSE. The state-of-art showing the RMSE results by varying the k step values 

from 4 to 24. At each steps, proposed outlines minimum of RMSE results. At k=24, this plot reveals 0.080, 0.0690, 0.063, 

0.06 and 0.050 of RMSE results based on DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] and proposed model. By 
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comparing all the previous works of DA-GmEDE, M-BDLSTM, ML and STLF, the proposed method providing minimum of 

RMSE results during residential area power forecasting.  

 

Fig 6: State-of-art of RMSE  

Figure 7 outline the comparison plot for MAPE. The previous studies of DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF 

[13] and proposed model shows the MAPE results. The state-of-art showing the MAPE results to change the k step values 

from 4 to 24. At each steps, proposed outlines less MAPE. At k=24, this plot reveals 0.80, 0.67, 0.52, 0.63 and 0.41 of MAPE 

results based on DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] and proposed model. To contrast all the previous 

works of DA-GmEDE, M-BDLSTM, ML and STLF, the proposed method providing less MAPE results during residential 

area power forecasting.   

 

Fig 6: State-of-art of MAPE  

Figure 7 shows the state-of-art of processing time related to training and testing as shown in Figure 7 (i) and (ii). The 

previous studies of DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] and proposed model accomplished training and 

testing processing time results. Compute the processing time of training and testing parameters along with the hourly, daily 

and weekly basis based on the state-of-art of DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] and proposed model. 

The proposed takes minimum processing time in each cases like training and testing compared to existing DA-GmEDE, M-

BDLSTM, ML and STLF. 
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(i)                                             (ii) 

Fig 7: State-of-art of processing time for (i) training and (ii) testing  

Figure 8 displays the state-of-art of error performance respect to MAPE and RMSE as shown in Figure 7 (i) and (ii). The 

previous studies of DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] and proposed model accomplished MAPE and 

RMSE results. Compute the error performances of MAPE and RMSE parameters along with the hourly, daily and weekly 

basis based on the state-of-art of DA-GmEDE [9], M-BDLSTM [10], ML [11], STLF [13] and proposed model. Both studies, 

the proposed takes minimum error values compared to existing DA-GmEDE, M-BDLSTM, ML and STLF.  

      
(i)                                             (ii) 

Fig 8: State-of-art of error performance for (i) MAPE and (ii) RMSE 

6 Conclusions 

In a nutshell, the work is based on the prediction of power consumption across residential areas based on load forecasting. 

The power consumption is gathered and processed using two processes namely TNN and normalization techniques to remove 

the interferences and missing values. The input is normalized and forwarded to the prediction stage. The prediction stage is of 

three stages for various time series. The work considered multivariate time series with the inclusion of time, hour, days, and 

weather conditions. The multivariate processed data are fed into the CNN to extract the required features like time, cooling 

time, drying time, etc., and TFT is used for data mining. The extracted features are fused using the AM tactics. The AM 

provides the prediction output after fusing the features with parameters of when and how the power consumption increases. 

Simulations are made and analysed for various parameters such as RMSE, MAPE, and prediction accuracy. The resultant 
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data shows that the proposed work can be used for energy supply management in industrial as well as residential area and 

also mitigates the wastage of power.  
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