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Abstract – Intelligent diagnostic systems significantly enhance the effectiveness and efficiency of cancer detection and 

management, ultimately leading to better patient outcomes. According to statistics, cancer is the second prime cause of 

death in males. It's a sluggish-growing ailment that doesn't show symptoms until it's quite evolved. Various investigations 

on AI (Artificial Intelligence) algorithms analysis have been done in the previous few years over varied medical imaging 

modalities which includes Computed Tomography, Magnetic Resonance Imaging, and Ultrasound.  The use of artificial 

intelligence to monitor prostate cancer would have a tremendous impact on healthcare. Cancer scientists would have a 

superior understanding of the ailment and it would be helpful in developing a more precise mechanism for cancer detection 

as it is the need of the hour, as it has been predicted that there will be over 1.3 million additional cases diagnosed annually 

around the world. Here an attempt has been made to provide an analysis of the progress being made in the sector of medical 

image processing. Also, based on the rising interest in CNN (Convolutional Neural Networks) in recent years, we have 

examined the use of CNN in numerous automatic processing tasks for prostate cancer identification and diagnosis. In this 

study, a novel deep learning convolutional neural network (CNN) model was employed and its performance was compared 

against three established CNN models: AlexNet, GoogleNet, and ResNet. It has been found that the use of CNN has 

increased dramatically, with excellent outputs gained using either new models or pre-conditioned networks for transfer 

learning. Deep learning-based research surpasses traditional patient prognostic methods with regard to accuracy, according 

to the survey's findings. 
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I. INTRODUCTION 

Prostate cancer is a disease that affects the male reproductive system's prostate gland. In the US, around 209 thousand men 

are diagnosed with cancer each year. This illness kills 29,970 men in there. According to the society of American Cancer, 

one seventh of the total male population may develop prostate cancer over his lifetime [1]. This malignancy mostly affects 

men who are older than age of 60 Years. Early indications of this malignancy are absent, making it difficult to diagnose in 

its early stages. Men with advanced prostate cancer, on the other hand, have urinary issues. A digital rectal examination 

(DRE) was performed to see if the size and shape of the prostate gland were abnormal, and if so, a PSA test was suggested. 

Prostate-specific antigen is released by the prostate gland (PSA). PSA can be detected in the blood. PSA values beyond a 

certain threshold suggest the presence of a prostate problem. However, it is not totally definite that the high level of PSA is 

related to hormonal fluctuations caused by medicine that changes the hormones and causes them to create an elevated level 

of PSA [2]. The next step is to have a magnetic resonance imaging (MRI) or computed tomography (CT) scan. If the 

outcomes are positive, biopsies will be performed to establish if the tumor is benign or malignant. However, new advances 

in the field of neural networks have paved the path for non-invasive prostate cancer diagnosis. 

Convolutional Neural Networks (CNNs), also referred to as ConvNets, are complex feedforward neural networks utilized 

within the field of machine learning. Renowned for their exceptional accuracy, CNNs find application in image classification 

and recognition tasks. Yann LeCun [3], a notable computer scientist, introduced this method of image classification in the 

late 1990s, drawing inspiration from human visual perception for object recognition. The architecture of CNN involves a 

hierarchical structure that forms a network resembling a funnel. This structure eventually leads to a fully-connected layer 

where all neurons are interlinked, thereby processing the resulting information. 

CNNs have established themselves as the preferred choice for object recognition due to their robustness, ease of training, 

and manageable control. Even when employed with extensive datasets, they do not demonstrate significant levels of 
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overfitting. The performance of CNNs closely rivals that of equivalently sized traditional feedforward neural networks. The 

primary challenge, however, lies in their application to high-resolution images. Handling images of such quality necessitated 

a significant upheaval at the scale of ImageNet. This involved optimizing GPUs, reducing training durations, and 

simultaneously enhancing performance. 

In the domains of computer vision and image processing, convolutional neural networks stand out as one of the most 

transformative advancements. The term "multilayer perceptron" often alludes to networks that possess full connectivity, 

signifying that each neuron in a given layer is interconnected with all other neurons in the subsequent layer. However, this 

fully interconnected nature renders such networks susceptible to the issue of data overfitting. To counteract this, various 

techniques can be employed to regularize the data, including methods like weight decay or strategies that decrease 

connectivity, such as skipped connections and dropout [4]. 

In comparison, CNNs embrace a distinct strategy for regularization: leveraging the inherent hierarchical arrangement 

within the data and harnessing the uncomplicated, compact patterns embedded in their filters to capture progressively 

intricate structures. Consequently, CNNs find their place on the lower end of the spectrum concerning connectivity and 

complexity. Their conception was motivated by the examination of neuron behavior within the human visual cortex. 

In contradistinction to other image classification algorithms, CNNs demand minimal pre-processing. This implies that, 

unlike conventional methodologies, the network undergoes training to autonomously optimize its filters (or kernels) through 

learning mechanisms [5]. An inherent advantage stems from the fact that feature extraction doesn't rely on prior knowledge 

or human interaction. With deep convolutional neural networks (CNNs) maintaining their efficacy in visual recognition tasks 

such as object identification and segmentation, the advanced diagnostic research community is increasingly exploring 

various CNN models as potential contenders for developing more accurate computer-aided designs for cancer detection. 

 

II. WORK IN THIS AREA 

Mehrtash et al [6] also employed the ProstateX challenge where the dataset's ADC, increased b-value images, and Ktrans 

(DCE-MRI) were considered to categorize the 3D Prostate image into a cancerous lesion vs. non-cancerous lesions using 

32,32, 12 ROI and a VGGNet-inspired nine convolution layers deep 3-dimension CNN classifier. 

Using 172 patient’s datasets, Wang et al [7] evaluated the effectiveness of deep learning-based approaches versus non-

deep learning-based approaches in classifying prostate image into cancerous MRI slices and non-cancerous MRI slices. The 

performance of their VGG Net-inspired 7-layer CNN classifier, which has five convolution layers and two inner product 

layers, was evaluated using cross-validation. They initially classified each patient's slice, then used a simple voting strategy 

to transform slice-level outcomes into patient-level results, yielding a patient-level AUC of 0.84, a PPV of 79 percent, and 

an NPV of 77 percent. It was possible to achieve similar results in our investigation by using an independent assessment set 

and a larger sample size. 

To achieve two-dimensional (2D) ROI classification, Le et al [8] employed a mix of the merged multimodal Residual 

Network (ResNet)17 and the standard handmade feature extraction approach. After supplementing the training dataset, they 

utilized the test set to fine-tune and validate their classifier. At the ROI (lesion) level, they had an AUC of 0.91. 

In 2012, Alex Krizhevesky [9] and colleagues proposed a deeper and broader CNN model than existing standard models, 

which achieved a futuristic recognition accuracy as compared to all conventional machine learning and computer vision 

approaches. AlexNet is a premier object-detection framework with a broad array of applications in the artificial intelligence 

area of computer vision. 

Litjens et al. [10] proposed using biopsy materials with CNN to develop a model for detecting prostate cancer. The best 

technique to evaluate the results of CLM histogram analysis is to use ROC analysis. The average bootstrapped area under 

the ROC curve (AUC) for the median analysis was 99 percent, while the AUC for the 90th percentile analysis was 98 percent. 

The 90th percentile examination had better sensitivity than the median analysis, with a sensitivity level of 99.9%. 

For the categorization of prostate cancer lesions, Liu, Zheng, Feng, and Li [11] developed a deep learning architecture 

called XmasNet based on Convolutional neural networks. The PROSTATEx challenge provided the system with 3D 

multiparametric MRI data, which it used. To integrate the 3D information about the lesion, data augmentation was done 

using 3D rotation and slicing. 

Arvaniti et al. [12] created an Automated Gleason grading of prostate cancer tissue microarray analysis using deep 

learning and CNN. On the model, TMA H&E staining image patches were employed. For successfully training the classifier 

utilising the CNN architecture, mobile-net Transfer learning, robust regularisation, and symmetric mini-batches were proven 

to be crucial. When two experienced uropathologists were tested against the model, their performance accuracy was 71% 

and 75%, respectively. 

Hu et al. [13] conducted a review of image-based diagnosis of cancer using Deep Learning. Six studies used MRI, 3D 

magnetic resonance volume, computed tomography slices, and histology, among other modalities, to generate CNNs. 

Among the applications discussed were segmentation, Lumen-based cancer diagnosis, and Gleason Grading. All of the 

models, with the exception of one, used end-to-end learning, while the remainder used Transfer learning. 

A Deep Learning technique for enhancing Gleason grading in prostate cancer was proposed by Nagpal et al. [14]. The 

system consisted of two phases. The images from the dataset were fed into a CNN, which in the first phase classified each 

one of them as non-tumor, Gleason pattern 3, 4, or 5. The KNN classifier was employed in the second stage to determine 

the grade of every Gleason pattern. It was possible to achieve a 70% accuracy rate. 
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Goldenberg et al’s [15]  CNN-based model for prostatic segmentation in MRI in their review work. Prior to actually 

adding blocks to predict the attributes of the shape model, the network was trained to predict cancer. As a data augmentation 

strategy, training the photographs and reshaping its prostate surface key points according to the displacements produced 

from the shape model and utilizing various regularization approaches was proposed. The model had an accuracy of 88 

percent and was constructed using Elastic Net architecture spectrum dropout for regularization. 

Nguyen et al. [16] developed a CNN model based on U-net that correctly predicted the dose of intensity modulated 

radiation therapy (IMRT) for patients with prostate cancer, and also the cumulative mean and max dose differences of all 

structures, to within 5.1 percent of the prescribed dose. The model had a 91 % overall accuracy, and the clinical picture 

contours of the projected target volume (PTV) and tissues at risk (OAR) were employed as prediction parameters. 

Bulten et al. [17] created an automated Deep learning system for Gleason grading using prostate biopsies. Individual 

glands were identified, Gleason growth patterns were assigned, and a biopsy-level grade was calculated using U-net 

architecture. The accuracy of the model was 91 percent. In an observation, the model outperformed a panel of pathologists, 

scoring 85 percent to the latter's 81%. 

Strom [18] conducted a diagnostic inquiry using AI for the diagnosis and grading of prostate cancer using needle core 

biopsies. They used a CNN-based ImageNet architecture to evaluate the biopsies. Predicting the existence, extent, and 

Gleason grade of cancerous tissue was used to assess the networks. They also looked at grading and discriminating 

performance, as well as tumor extent estimates using anticipated cancer length correlations, using receiver operating 

characteristics. The area under the receiver - operating characteristic characteristics curve for the model was 99.7%. The 

correlation between tumor length estimated by the AI and allocated by the reporting pathologists was 96% for the 

autonomous test dataset and 87% for the exterior validation dataset. 

 

III.  METHODOLOGY 

Basic CNN Architecture 

Comprising the CNN are three distinct layer types: convolutional layers, pooling layers, and fully-connected (FC) layers 

[19]. Upon arranging these layers sequentially, a CNN architecture is established. Beyond these core layers, two additional 

crucial components come into play: the dropout layer and the activation function, both of which will be elaborated upon 

below. 

 

 
Fig 1. Convolutional Neural Network Architecture [19]. 

 

The 5 layers of the CNN are as discussed below: 

 

Convolutional Layer 

This is the initial layer, and it captures the input image's numerous features. This layer performs convolution computations 

between the input picture and a MxM filter. In terms of filter size, rolling the filter from across the source image produces 

the dot product between the filter and the sections of the source images (MxM). The Feature map is the result, and it contains 

information on the image's corners and edges. Other layers use the input image to learn a variety of other features, and this 

feature map would then be passed on to them. 

  

Pooling Layer 

A Pooling Layer is typically used after a Convolutional Layer. The primary purpose of this layer is to shrink the size of the 

convolved feature map with an aim to reduce the computational costs. This is accomplished by reducing the amount of links 

between layers and working separately on each feature map. Depending on the technique used, there are many types of 

Pooling procedures. In Max Pooling, the largest element is derived from the feature map. The estimate of the components 

in a predefined sized image segment is calculated using Average Pooling. The entire sum of the components in the predefined 

section is calculated using Sum Pooling. Connecting the Convolutional Layer and the Fully Connected Layer is usually done 

through the Pooling Layer. 
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Fully Connected Layer 

Weights, biases, as well as neurons, make up the Fully Connected (FC) layer, that binds the neurons between two layers. 

The output layer of a CNN Architecture is typically positioned before the final few layers.  In this stage, the preceding layers' 

input images are compressed and fed to the FC layer. The flattened vector is then transmitted via a few more FC layers, in 

which the mathematical functional operations are generally carried out. At this moment, the classification process begins. 

 

Dropout 

Once all of the parameters are connected to the Fully Connected layer, the training dataset is sensitive to overfitting issues. 

Overfitting occurs when a model works so well on training data that it would have an adverse influence on the performance 

if applied to new data. A dropout layer is used to solve this problem, which excludes a few neurons from the neural network 

during training, resulting in a smaller model. After a dropout of 0.3, 30% of the nodes in the neural net are dropped out at 

random.  

 

Activation Functions 

Finally, the activation function is one of the most crucial components of the CNN model. They're often used learn and 

quantify any kind of persistent and complex network variable-to-variable relationship. In simple terms, it determines which 

model information should be sent forward and that need not be sent at the network's end. 

 

IV. EXISTING SYSTEM 

Several cutting-edge CNN architectures have gained widespread adoption. The fundamental layers that are prevalent in most 

of the deep convolutional neural networks encompass the convolution layer, subsampling layer, dense layers, and the 

softmax layer. Typically, stacks of numerous convolutional layers and max-pooling layers are followed by fully connected 

and SoftMax layers in the final configuration. 

Models like LeNet, VGG Net, NiN, FractalNet, and All Conv exemplify this approach. Additionally, alternative and 

more efficient advanced architectures have been put forth, including GoogLeNet, Residual Networks (ResNet), and AlexNet. 

Although these architectures share a common foundation consisting of convolution and pooling, contemporary deep 

learning architectures exhibit certain topological variations. AlexNet, ResNet, and GoogLeNet have gained prominence as 

leading Deep Convolution Neural Network architectures due to their outstanding performance across various object 

recognition benchmarks. 

Several of these architectures, such as GoogLeNet, AlexNet, and ResNet, are tailored for processing large-scale data, 

whereas the VGG network is regarded as a more general-purpose architecture [20]. 

 

AlexNet 

In 2012, Alex Krizhevsky and fellow researchers introduced a CNN model that was deeper and wider compared to the 

prevailing standard models at that time. Their approach achieved a state-of-the-art level of recognition accuracy, surpassing 

all conventional machine learning and computer vision methods [21]. AlexNet, developed by Krizhevsky and team, stands 

out as a prominent object detection framework with versatile applications within the realm of artificial intelligence and 

computer vision. 

The architecture of AlexNet is illustrated in Fig 2, encompassing a total of eight layers, specifically five convolutional 

layers and three fully-connected layers. However, it's not solely this attribute that sets AlexNet apart from other models. 

 

 
Fig 2. AlexNet Architecture [21]. 

 



 

ISSN: 2788–7669                                                                                          Journal of Machine and Computing 5(1)(2025) 

 

171 
 

There are several distinct characteristics that contribute to the uniqueness of convolutional neural networks: 

ReLU Nonlinearity 

AlexNet employs Rectified Linear Units (ReLU) instead of the previously prevalent tanh function. The use of ReLU 

confers a notable advantage in terms of training speed. Notably, a CNN incorporating ReLU achieved a 25% error rate a 

remarkable 60% faster compared to a CNN utilizing tanh, as demonstrated with the CIFAR-10 dataset comprising 84 

images. 

 

Multiple GPUs 

In the past, GPUs were limited to a mere three gigabytes of memory. The situation was further compounded by the 

extensive training dataset of 1.2 million images. Addressing this challenge, AlexNet introduced the concept of multi-GPU 

training by partitioning half of the model's neurons onto one GPU and the remaining half onto another. This innovation not 

only facilitated the training of more expansive models but also significantly reduced the overall training time. 

 

Overlapping Pooling 

Within CNNs, the outputs of neighboring clusters of neurons undergo a process of "pooling" without any overlapping. 

Nevertheless, introducing overlap led to a notable 0.5 percent decrease in error. This observation underscores that models 

employing pooled layers with overlap exhibit enhanced resilience against overfitting. 

 

GoogLeNet 

A team of Google researchers has developed GoogLeNet, a 22-layer deep convolutional neural network based on the 

Inception Network concept [22]. Noteworthy attributes of GoogLeNet include its marked departure from earlier state-of-

the-art architectures such as AlexNet. It adopts a diverse set of techniques, including 11 convolutions and global average 

pooling, to achieve a deeper architectural structure. Several of these methods will be elaborated upon in the subsequent 

discussion of the architecture: 

 

1×1 Convolution  

The inception architecture incorporates a total of 11 convolutions within its design. These convolutions are employed to 

minimize the number of weights and biases in the architecture. By reducing the parameters, the architecture's depth can be 

increased. To illustrate, consider the following case of a 1x1 convolution: 

For instance, let's say we want to perform a 5x5 convolution with 48 filters without the need for an intermediary 1x1 

convolution: 

 

 
Total number of operations:(14x14x48) (5x5x480)=112.9M 

 

With 1X1 convolution: 

 

 
Total number of operations:(14x14x16) (1x1x480)+ (14x14x48) (5x5x16)=5.3M 

 

Global Average Pooling 

In prior configurations like AlexNet, fully connected layers were positioned at the network's conclusion. Across several 

architectures, a significant portion of parameters resided within these fully connected layers, leading to elevated 

computational demands. However, the GoogLeNet architecture employs a technique called global average pooling as its 

terminal step. This process takes a feature map with dimensions of 7x7 and averages it down to a 1x1 dimension. 

Consequently, the count of learnable parameters is reduced substantially, leading to an improvement of 0.6 percent in top-

Accuracy. 
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Inception Module 

The inception module contrasts with earlier architectures like AlexNet and ZF-Net due to its unique design. Within this 

architecture, each layer maintains a consistent convolution size. At the input stage, the Inception module concurrently 

performs 1x1, 3x3, 5x5 convolutions, and 3x3 max pooling. The outputs of these max-pooled layers are then amalgamated 

to yield the ultimate outcome. This approach theorizes that convolution filters of diverse sizes are most effective in handling 

objects of different scales. Fig 3 shows Inception Module-Naïve Version [23]. 

 

 
Fig 3. Inception Module-Naïve Version [23]. 

 

 
Fig 4. Inception Module- With Dimensionality Reduction [23]. 

 

Auxiliary Classifier for Training 

Some intermediary classifier branches can be found in the centre of the Inception architecture. These branches are only 

allowed to be used for training. A 5x5 mean pooling layer with a stride of 3, 1x1 convolutions with 128 filters, fully - 

connected layers with 1024 and 1000 outputs, and a softmax classification layer comprise these branches. The resultant 

losses of these levels are then weighted and summed to the total loss. These layers aid to prevent gradient vanishing and 

enable regularization by preventing gradient vanishing. 

Fig 5 depicts the structural framework of the GoogLeNet model. The pivotal innovation within GoogLeNet lies in its 

adoption of an architectural concept termed "Inception" [24]. Inception embodies a network-in-network structure and it 

systematically reproduces the optimal local sparse structure of a vision network from the outset to the conclusion. The 

architecture features three distinct Inception structures, each tailored for specific contexts. Inception relies on 1x1 

convolutions as a common practice to compute reductions before engaging in more resource-intensive 3x3 and 5x5 

convolutions. 
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Fig 5. Architectural Outline of GoogleNet [24]. 

 

ResNet Model 

A residual neural network (ResNet) is an artificial neural network (ANN) based on components observed in pyramidal cells 

in the cerebral cortex. Residual neural networks use skip connections, also known as shortcuts, to skip over some layers. Just 

between double- or triple-layer skips with nonlinearities, most ResNet models apply batch normalization (ReLU). To learn 

the skip weights, an extra weight matrix can be utilised; these models are known as HighwayNets. 

 

 
Fig 6. Resnet Architecture and Layer Details [25]. 

As indicated in Fig 6, ResNet's basic notion is to provide a so-called "identity shortcut connection" that bypasses one or 

more levels. The two major motivations for adding skip connections are to avoid vanishing gradients and to alleviate the 

Degradation (accuracy saturation) problem, which happens when introducing more layers to a sufficiently deep model leads 

in increased training error. 
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When employing gradient-based learning methods and backpropagation to train artificial neural networks, the vanishing 

gradient problem emerges. In such methods, each of the neural network's weight receives an update that is proportional to 

the partial derivative of the error function with regard to the changing weight in each iteration of training. The problem is 

that the gradient may be so small in some cases that the weight would be unable to modify its value.  

This network uses a 34-layer simple network architecture inspired by VGG-19, wherein the bypass connection is 

subsequently added. As a result of these bypass connections, the design is turned into a residual network. 

 

V. PROPOSED SYSTEM 

Deep learning is a subdivision of machine learning that has evolved from previous approaches like Machine Learning to 

Artificial Neural Networks (ANNs). ANNs mimic the functioning of the human brain. Neurons, serving as the fundamental 

units of computation in ANNs, execute operations and subsequently transmit information to other neurons to perform 

further functions. Neurons are organized into layers; generally, computations from one layer are propagated to the 

following one, although certain networks enable information to flow between layers or even within neurons themselves. 

The ultimate outcome is generated at the output of the final layer, which can be utilized for tasks such as regression and 

classification. Deep learning operates by automatically extracting insights from data, facilitating the analysis and prediction 

of complex problems. 

Deep Convolutional Neural Networks (CNNs) are a kind of Multilayer Perceptron that has excelled in a number of 

computer vision and image processing competitions. CNN's exciting application areas include image analysis and 

fragmentation, object recognition, video processing, natural language processing, and voice recognition. Deep CNN's high 

learning capacity is due to the use of many feature retrieval stages that can automatically learn representations from data. 

The availability of a large amount of data, combined with advances in hardware technology, has propelled CNN research 

forward, with recent reports of exciting deep CNN structures. Different activation and loss functions, parameter 

optimization, regularization, and architectural improvements are just a few of the novel approaches that have been 

investigated to help CNNs achieve breakthroughs. The deep CNN's significant increase in representational capability is 

due to architectural advances. Utilizing spatial and channel data, architecture depth and width, and multi-path data 

processing, in particular, have received a lot of attention.  

This research introduces a robust deep learning convolutional neural network (CNN) known as the PyNet5 model. The 

approach involves transfer learning, coupled with a slight modification in the depth and breadth of the conventional CNN 

architecture. Subsequently, the outcomes are juxtaposed with three leading-edge CNN models, namely AlexNet, 

GoogleNet, and ResNet, all using the identical dataset. An overview of the architectural structure of the proposed PyNet5 

model is illustrated in Fig 7. 

 

 
Fig 7. Architecture of proposed PyNet5 Model. 

 

Proposed Model Framework 

The model presented comprises a grand total of 8 layers, encompassing the initial input layer and the concluding output 

layer, while also incorporating 5 hidden layers and a fully connected layer. The subsequent sections provide a detailed 

breakdown of the distinct layers within the proposed PyNet model. 

 

Input Layer 

For this investigation, a grayscale MRI image is taken as the input image. Within the input layer, the image is transformed 

into a 200 x 200 matrix, containing a single image channel. Subsequently, a segment of the selected input image's matrix 

is extracted and fed into the convolutional layer, where a set of specific filters is applied to this image matrix patch. 
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Convolutional Layer  

Within the convolutional layer, every neuron functions as a kernel, forming a collection of convolutional kernels. The 

image is partitioned into smaller sections known as receptive fields using these convolutional kernels. Fragmenting the 

image into these smaller units facilitates the extraction of feature patterns. Through multiplication with the corresponding 

elements of the receptive field, the kernel convolves with the images, applying a predetermined set of weights. The process 

of CNN filtering to generate a convolved matrix is illustrated in Fig 8. 

 

 
Fig 8. Convolved Matrix Using CNN Filtering. 

 

 
 

Pooling Layer 

The pooling layer serves as a non-linear down-sampling mechanism, reducing the image dimensions by half. Consequently, 

the identical image patch that underwent convolution is also subjected to the pooling layer. Feature patterns resulting from 

the convolution process might manifest at diverse positions within the image. After obtaining these features, their precise 

locations become less crucial, as long as their relative positions with respect to one another are preserved. Pooling, also 

referred to as down-sampling, presents an intriguing localized operation. Table 1 shows Architectural Details of the 

Proposed Model. 
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Table 1. Architectural Details of the Proposed Model 

Architectural Details of PyNet5 Model 

Batch size 16 
Batch size pertains to the quantity of input images that are simultaneously 

fed into the convolutional layer. 

Epochs 5 
Tells the number of iterations over the dataset in order to train the neural 

network. 

Image Matrix 200*200 
Specifies the dimensions of the matrix used for applying operations on the 

image. 

Image channel 1 

The image channel is configured as 1 in this context, as a grayscale image 

is chosen as the input. However, if an RGB image were to be used, the 

channel size would be set to 3. 

Size of Filters 32 A filter size of 32 is designated for executing the convolution operation. 

Hidden Layers 5 
This architecture consists of a total of 5 hidden layers, comprising 3 

convolutional layers and 2 pooling layers. 

Number of 

classes 
3 

The output layer classifies the input image into one of three distinct 

categories: normal, benign, and malignant. 

 

Fully Connected Layer 

This layer is characterized by each node being directly linked to the subsequent node in a dense manner. It operates as a 

data-intensive node, requiring a substantial number of coefficients to support every node within the pooling layer. Typically 

deployed for classification towards the network's culmination, the fully connected layer represents a comprehensive 

operation, distinct from pooling and convolution. It accumulates data from the preceding feature extraction phases and 

evaluates the collective output from all prior layers. Ultimately, the fully connected layer provides the highest probability 

for the identified object. 

 

Output Layer 

The SVM classification technique applied in the fully connected layer yields the ultimate output comprising three distinct 

classes. 

 

VI. EXPERIMENTAL ANALYSIS & RESULTS 

The research was conducted using a dataset of 700 patient records, consisting exclusively of preprocessed MRI images. 

For the purpose of prostate segmentation, the MRI images underwent training for 5 epochs. Each of the 700 images was 

processed and converted into an image matrix, which was subsequently fed into the convolutional layer. During this 

process, the image matrices were dispatched in batches of 16 images per iteration. As the images in question were grayscale, 

a single channel was selected for analysis. 

Once the image matrix is directed into the convolutional layer, it undergoes convolution using a filter size of 32. 

Subsequently, the convolved image proceeds to the pooling layer, where it is resized to alleviate the computational burden 

that could arise from managing extensive data volumes. Within the pooling layer, an activation function called ReLU 

(Rectified Linear Unit) is employed on the image's neurons. The inclusion of ReLU in the pooling layer serves the purpose 

of preventing simultaneous activation of all neurons. In essence, ReLU is utilized to curb the exponential surge in 

computations needed to operate the neural network. 

Ultimately, after undergoing three convolutional layers and two pooling layers, the collection of images progresses to 

the fully connected layer. Within this fully connected layer, a multiclass SVM classifier is applied to categorize the images 

into three distinct classes: normal, benign, and malignant. A comparative performance analysis of the proposed system 

alongside three established CNN models is presented in Table 2. 
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Table 2. Performance Of Proposed Model Against The Existing Models 

 Accuracy Sensitivity Specificity 

AlexNet 95.73 96.63 96.99 

GoogleNet 97.19 97.19 96.65 

ResNet 96.37 96.37 95.93 

Proposed PyNet5 99.41 99.59 99.26 

 

Performance Assessment Was Conducted Using An Identical Dataset Across The Four CNN Models 

AlexNet, GoogleNet, ResNet, and the newly introduced PyNet5. Graphs depicting the performance of these four models 

in accuracy, sensitivity, and specificity are illustrated in Figs 9, 10, and 11. The empirical findings distinctly indicate that 

the proposed CNN model surpasses existing state-of-the-art CNN models, attaining an accuracy, sensitivity, and specificity 

of 99.41%, 99.59%, and 99.26% respectively. 

 

 
Fig 9. Accuracy of the Proposed Model in Comparison to The Existing Models. 

 

 

 
Fig 10. Sensitivity of the Proposed Model in Comparison to The Existing Models. 

 
Fig 11. Specificity of the Proposed Model in Comparison to The Existing Models. 

 

Performance Evaluation Was Conducted Using an Identical Dataset Across All Four CNN Models 

AlexNet, GoogleNet, ResNet, and the novel PyNet5. Graphs represented by Figs 9, 10, and 11 succinctly illustrate the 

performance of these four models in relation to accuracy, sensitivity, and specificity. The empirical findings unequivocally 
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demonstrate that the proposed CNN model surpasses the existing state-of-the-art CNN model, achieving accuracy, 

sensitivity, and specificity rates of 99.41%, 99.59%, and 99.26% respectively. 

 
VII. CONCLUSION 

In this study, a novel deep learning convolutional neural network (CNN) model was employed and its performance was 

compared against three established CNN models: AlexNet, GoogleNet, and ResNet. The investigation was conducted on a 

dataset comprising 700 patient records, all sourced from a publicly available database. All four CNN models underwent 

performance assessment with the identical dataset, revealing that the proposed model outperformed the other three existing 

models. This advantage can be attributed to inherent limitations within each state-of-the-art model. GoogleNet, for instance, 

suffered from a heterogeneous topology that necessitated customization from module to module. Furthermore, it exhibited 

a representation bottleneck that reduced the feature space in subsequent layers, occasionally leading to the loss of valuable 

information. On the other hand, overfitting emerged as a prominent concern for the other two models, namely AlexNet and 

ResNet. The superior performance achieved by the proposed model can be attributed to a substantial reduction in the number 

of hidden layers, which contributes to its resilience against overfitting—a notable issue in the other three models. The 

classification accuracy in this study was attained through the utilization of the multiclass SVM classification algorithm. 
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