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Abstract – Medical image security is a critical concern in healthcare systems due to the sensitive nature of the data 

involved. This work presents a scheme that combines cryptographic techniques and other methods to prevent medical 

images from being compromised. The proposed scheme utilizes the inherent unpredictability of chaotic systems to 

randomly shuffle image pixels, which significantly improves the diffusion properties of the encryption process. This 

proposed algorithmic method protects against various types of intruders by saving the given image. Simulation output 

shows that existing work methods get greater levels of protection, efficiency, and robustness, making them suitable for 

practical applications in medical data protection. Comprehensive analysis validates the encryption scheme's 

effectiveness, including key sensitivity, statistical measures, and resistance to common cryptographic attacks, 

demonstrating its potential as a reliable solution for securing medical images. 
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I. INTRODUCTION 

In the digital era, the secure transmission and storage of medical images have become paramount, given their crucial role 

in diagnosis, treatment, and patient care. Medical images contain sensitive information that, if compromised, can lead to 

severe privacy breaches and ethical concerns. Hence, robust encryption schemes are essential to safeguard these images 

against unauthorized access and cyber threats. 

Traditional encryption techniques, while effective, often face challenges in balancing security and computational 

efficiency. To address these challenges, chaos theory shows a new method of proceeding in the current cryptography 

environment [1][2]. The chaotic method demonstrates an initial stage of random, unpredictable, and erratic conduct, 

making it ideal for creating complex and secure encryption algorithms. When combined with conventional cryptographic 

methods, chaos-based techniques can significantly enhance the security and robustness of encryption schemes. 

In this work, we employ techniques such as random shuffling and higher-scope techniques to encrypt the given image. 

The chaotic systems employed in this scheme introduce high unpredictability and sensitivity, which are crucial for 

effective encryption. By shuffling the pixel positions randomly, the scheme ensures that the encrypted image bears no 

resemblance to the original, thereby enhancing the diffusion properties. Additionally, the use of cryptographic algorithms 

further fortifies the encryption, providing a dual layer of security. 

We design the proposed encryption scheme to be both efficient and secure, making it feasible to implement in real-world 

medical environments where speed and reliability are crucial [3]. This paper explains the encryption process's 

methodology, evaluates its performance through rigorous testing, and demonstrates its superiority in the following 

conditions of prevention and efficiency compared to previous methodologies [4]. 

In the subsequent sections, we will delve into the relevant research in the field of medical data encryption, explore the 

theoretical underpinnings of this theory and cryptographic techniques, provide a concise overview of our proposed 

encryption plan, and present the findings from our experimental evaluations [5][6]. Through this comprehensive analysis, 

we aim to establish the proposed scheme as a robust solution for the secure management of medical images in healthcare 

systems. 

The presented schematic chart provides a clear and detailed overview of the symmetric key-based encryption and 

decryption process [7]. To enhance understanding, we visually depict several key components and steps of this process. 

Encryption Process: 

1. Plaintext Input: 

The original medical image, referred to as plaintext, is the input for the encryption process. We need to protect the 

sensitive patient information in this image. 

2. Symmetric Key: 

Both encryption and decryption processes use a symmetric key, also known as a private key, that is known only to two 

parties who share the information [8]. This key is critical for ensuring the data's confidentiality. 

3. Encryption Algorithm: 

An encryption algorithm uses the symmetric key to process the plaintext. This algorithm performs a series of 

transformations on the image data, converting it into an unreadable format known as ciphertext. 

This algorithm applies chaos-based random shuffling and other cryptographic techniques, introducing randomness and 

complexity to ensure high levels of security. 
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4. Ciphertext Output: 

The result of the encryption process is the ciphertext, the encoded model in given original data that appears as a random 

and unintelligible array of pixels[9]. 

Decryption Process: 

Ciphertext Input - The encrypted medical image, or ciphertext, is the input for the decryption process. 

Symmetric Key - The process utilizes a single key for both encryption and decryption. This key ensures that only 

authorized parties can access the original image. 

Decryption Algorithm - A decryption algorithm uses the symmetric key to process the ciphertext. This algorithm 

reverses the transformations applied during encryption, restoring the image to its original format [10]. 

The chaos-based shuffling and cryptographic techniques are inverted in this stage, ensuring the correct reconstruction of 

the plaintext. 

Plaintext Output - The output of the decryption process is the plaintext, which is the original medical image in its 

readable form. 

 

             Fig 1. Displays a schematic chart illustrating the process in cryptography key for both encode and decode. 

 

 

This diagram clearly shows how cryptography keys work in a closed loop for both encoding and decoding, highlighting 

how important the symmetric key and transformation algorithms are for keeping medical images safe [11]. The visual 

representation aids in understanding the flow of data and the protection mechanisms employed to ensure confidentiality 

and integrity in medical image transmission and storage. 
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             Fig 2. Depicts an alternative perspective on the process of symmetric key encryption and decryption. 

 

II.  LITERATURE REVIEW 

The secure transmission and storage of medical images have garnered significant attention in recent years due to the 

growing reliance on digital medical records and telemedicine. The unique challenges associated with medical image 

security have prompted the proposal of numerous encryption techniques, each providing varying degrees of protection 

and efficiency. This literature review explores the advancements in medical image encryption, with a particular focus on 

chaos-based techniques, random shuffling methods, and the integration of cryptographic algorithms. 

Chaos Theory in Image Encryption 

Chaos theory, differentiated using perceptiveness in the beginning stages of pseudo-random behaviour, has been widely 

used in image encryption schemes. Researchers have explored various topologies, like logistic cartography, tent 

cartography, and the Lorenz system, to generate complex sequences that can effectively scramble image pixels. 

• Logistic Map: Hua, Y., et al. (2018) leveraged the Logistic Map to develop an image encryption scheme that 

demonstrated robustness against statistical and differential attacks. The scheme's key sensitivity and randomness were 

key factors in its security performance. 

• Lorenz System: Pareek, N.K., et al. (2006) utilized the Lorenz System for image encryption, highlighting its 

ability to produce highly complex and unpredictable sequences. This approach showed significant banking up for cipher 

text and picked cipher text assaults. 

Random Shuffling Techniques 

Random shuffling methods play an important role in enhancing encryption schemes' diffusion properties. By randomly 

permuting the positions of image pixels, these techniques ensure that the encrypted image bears no resemblance to the 

original, making it more resistant to attacks. 

Pixel Shuffling: Zhang, Y (2013) presented a pixel shuffling joined work with chao cartography to achieve high levels 

of diffusion and confusion. Their approach demonstrated improved security metrics compared to traditional encryption 

methods. Block-Based Shuffling: Wang, X., et al. (2015) introduced a block-based shuffling technique where given 

data is split into multiple parts as blocks, in every block will shuffle independently using chaotic sequences. This 

method enhanced the encryption scheme's robustness against statistical attacks. 

Cryptographic Techniques 

Incorporating traditional cryptographic algorithms with chaos-based techniques creates a double overlay for prevention, 

combining both approaches' strengths. Researchers have extensively studied symmetric key cryptography for its 

efficiency and practicality in image encryption. 
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AES and Chaos: Liu, H., et al. (2012).This combination leveraged AES's strong cryptographic properties and the 

unpredictability of chaotic sequences, resulting in enhanced security and performance.  DES and Chaos: Patidar, V., et 

al. (2011) explored the use of the Data Encryption Standard (DES) alongside chaotic systems. The integration of DES 

with chaos-based random shuffling provided improved resistance to brute-force and statistical attacks. 

 

 

 

                                   Fig 3. Illustrates the process of pixel permutation and substitution in each round. 

 

Comparative Analysis 

Comparative studies have shown that chaos-based encryption schemes often outperform traditional methods in terms of 

security and efficiency. For instance, Pareek, N.K. (2016) organized a different examination for different chaotic maps 

and concluded that the logistic map offered the best trade-off between complexity and computational efficiency. 

Moreover, recent advancements in image encryption have focused on optimizing the balance between security and 

processing time [12]. In this study, I proposed a lightweight algorithm for a given medical data set and simulated the data 

using various other algorithms in an environment. 

Contribution 

This paper presents a novel distribution in medical data encryption, proposing a robust scheme that integrates chaos-

based techniques, random shuffling, and cryptography algorithms. I've categorized my research work as follows: 

I) Integration of Chaos Theory and Cryptography: 

The proposed scheme utilizes the inherent unpredictability and sensitivity of chaotic systems to enhance preventive 

measures in medical data encryption. By integrating chaotic cartography with traditional cryptographic algorithms, the 

scheme achieves a high level of security that is resistant to various types of attacks. [13][14]. 

ii) Random Shuffling for Enhanced Diffusion: 

The incorporation of random shuffling techniques ensures that the encrypted image has a high degree of diffusion, 

meaning it has a tiny, minor alteration. Plaintext output shows various alterations in the plaintext. This makes more 

encrypted images secure against statistical and differential attacks. 
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iii) Dual Layer of Security: 

By combining chaos-based shuffling with cryptographic techniques, the proposed scheme provides a dual layer of 

security [15][16]. This approach guarantees that in the event of one layer compromise, the image remains protected by 

the other layer, thereby bolstering the overall robustness of the encryption process. 

iv) Efficiency and Practicality: 

I have designed the encryption plan to be both effective and practical for real-world applications. The algorithm's 

computational efficiency is dependent on the given technologies, such as Android devices and circuited chips used in 

healthcare. 

v) Comprehensive Security Analysis: 

The paper includes a complete graphical method for preventing and demonstrating its planned resistance to common 

cryptographic intruders, such as using various algorithmic abrasions [17], [18]. The robustness of my current work plan 

is further confirmed. 

vi) Experimental Validation: 

I conduct extensive experimental evaluations to assess the performance of my proposed encryption plan. Based on the 

results I've achieved, I can confidently state that it not only prevents intruders but also ensures confidentiality and 

protectivity for the image being used. 

III. PROPOSED METHODOLOGY 

 

  Henon Chaotic Map (HCM)  

This map is a discrete system for showing some techniques here used with cryptography for a security. Introduced by 

Michel Henon in 1976, this two-dimensional map is defined by the following equations: 

𝑋𝑛+1  =  1 −  𝑎𝑥𝑛
2  +  𝑌𝑛                   (1) 

𝑌𝑛+1  =  𝑏𝑥𝑛  

where aa and bb are parameters that typically take values in the range of 1.4 and 0.3, respectively, but can be varied to 

explore different dynamical behaviours. 

Characteristics of the Henon Map: 

Sensibility in starting stage: 

The Henon map, like other chao systems, is highly suitable for starting predicaments. Minor changes in earlier values 

like x0 and y0 will increase indifferent curves and slopes, a hallmark of chaotic behaviour. 

Attractor: 

The Henon map, like other chao systems, is highly suitable for starting predicaments. Minor changes in earlier values, 

such as x0 and y0, will increase indifferent curves and slopes, a hallmark of chaotic behaviour [19]. 

 

 

Auth
ors

 Pre-
Proo

f



 

 

 
 

Ergodicity: 

The Henon map exhibits ergodic behavior, meaning that over time, the system explores the entire phase space in a 

statistically uniform manner. This property is useful for encryption because it ensures that the image data is thoroughly 

mixed. 

The given image is implemented using a chaos technique. 

  Initialization: 

Choose parameters aa and bb, and initial conditions (x0,y0)(x0,y0). 

  Generate Chaotic Sequence: 

Repeat Henon map to acquire a sequence numbers. For each iteration, compute: equation  

   Pixel Shuffling: 

 Use the generated sequence to determine the new positions in the single point data. For instance, mapping a correct 

sequence values for given data’s coordinate system and rearrange the pixels accordingly. 

   Pixel Modification: 

Use the sequence to modify the pixel values, such as by XORing the pixel values with the generated chaotic values. 

   Decryption: 

To decrypt the image, reverse the process using the same Henon map parameters and initial conditions. Figure 4.   

 Brownian Motion  

This Technique was invented by botanist Robert Brown in 1827 for a liquid particle moves faster and finds the result of 

the movement in liquid[20]. It serves as a fundamental concept in various scientific fields, including physics, finance, 

and mathematics. 

Characteristics of Brownian Motion: 

Step 1: Randomness: 

Brownian motion is characterized by its randomness and unpredictability. Each particle moves in a random direction at 

each time step, resulting in a stochastic or random walk. 

Step 2: Continuous Path: 

The path of a particle undergoing Brownian motion is continuous but highly irregular, with no smooth segments. The 

trajectory appears as a jagged, fractal-like curve. 

Step 3: No Memory: 

Brownian motion has the Markov property, meaning its upcoming position in this particle is conduct only on its present 

position but not in previous work. 
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Step 4: Scale Invariance: 

A statistical properties of Brownian motion are scale-invariant, meaning that the process looks the same at different 

time scales[21]. This fractal-like property is important in various applications. 

                                X = r sin a cos b   

                               Y = r sin a sin b   

                                Z = r cos a                                                                      (2) 

                            Therefore 0 ≤ r ≤ + ∞ , 0 ≤ b ≤ 2 𝜋 , and 0 ≤ a ≤ 𝜋 

 Simulation of BM: 

Brownian motion (BM)  is simulated using computational methods. Here’s a basic outline of how it can be 

implemented: 

Step 1: Initialization: 

          Set the initial position B(0)=0. 

          Choose the time step Δt and the number of steps N. 

Step 2: Generate Increments: 

For each time step i, generate a random increment ΔBi with a natural dispersion including mean 0 and 

variability Δt: ΔBi∼N(0,Δt) 

Step 3: Update Position: 

    Update the position of the particle for each time step: B(ti+1)=B(ti)+ΔBi 

Step 4: Repeat: 

         Repeat the process for NN steps to generate the trajectory of the particle. 
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                Fig 4.  2-D Brownian motion  map for 6000 iterations with  coordinates as  a = 1.5 and b = 0.6  

 

Chaotic Chen System (CSS)  

It’s a 3D architecture, continuous-time dynamical network known for its chaotic behaviour. Introduced by Guanrong 

Chen in 1999, it is a modification of the Lorenz network and it was widely referred in this explanation and its 

applications, including secure communication and encryption[22]. 

Characteristics of the Chen System: 

The Chen network was explained in a given three coupled, nonlinear distributional formula: 

                        
𝑑𝑥

𝑑𝑡 
   =  𝑎(𝑦 − 𝑥)   

  
𝑑𝑦

𝑑𝑡
 =  (𝑐 − 𝑎)𝑥 − 𝑥𝑧 + 𝑐𝑦                             (3)  

  
𝑑𝑧

𝑑𝑡
 =  𝑥𝑦 − 𝑏𝑧  

Therefore X Y Z are condition variable , and A B C  are framework variables. Typically, the framework exhibits its 

behaviour for the variable number a=35, b=3, and c=35. 

This network’s fractional order can be described as below: 

 

                                                    
 𝑑 𝑞𝑥

𝑑𝑡  𝑞
  = (y - x)    

                                                    
 𝑑 𝑞𝑦

𝑑𝑡  𝑞
 =  (𝑐 − 𝑎)𝑥 −  𝑥𝑧 +  𝑐𝑦                    (4) 

                            
 𝑑 𝑞𝑧

𝑑𝑡  𝑞
 = 𝑥𝑦 −  𝑏𝑧     
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  Initialization - Choose parameters a b c in initial conditions  

 Generate Chaotic Sequence - Solve the Chen system differential equations to generate a sequence of chaotic values. 

For this, numerical methods like the Runge-Kutta method can be used. 

  Pixel Shuffling - Map the chaotic sequence to the image's coordinate system to shuffle the pixels randomly. 

 Pixel Modification - Use the chaotic sequence to modify the pixel values, such as by XORing the pixel values with 

the chaotic values 

 

                 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                             Fig. 5 Chen system along X,Y,Z with a,b,c directions 

The Proposed Algorithm  

Fig. 6 displays the graph by suggesting medical picture encrypt system. The architecture explains about a encryption 

and decryption of given images with the basic steps  

1. Initialization -  Choose values a b c are used in Chen network, and set an initial conditions (x0,y0,z0). 1.2 Set the 

parameters for the cryptographic algorithm (e.g., AES key).  

 

2. Generate Chaotic Sequence - Following this chen network to produce a chaotic. sequence: 

 
𝑋′ = 𝑎(𝑦 − 𝑥) 

                    𝑌′ = (𝑐 − 𝑎)𝑥 − 𝑥𝑧 + 𝑐𝑦 

𝑍′ =  𝑥𝑦  −   𝑏𝑧  

3. Random Shuffling -  Normalize the chaotic order x y z to its range in the image pixel indices. 
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4. Output the Encrypted Image 

 

               

 
                              
 
                              Fig 6.  Diagram showing the proposed medical cryptosystem's flow 
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   Decryption Algorithm 

 

1. Initialization - Use the same parameters a b c in starting stage (X0 Y0 Z0 ) used during encryption.  

 

2. Cryptographic Decryption - Use the cryptographic algorithm (e.g., AES) to decrypt the received encrypted 

pixel array. 

 

3. Pixel Inverse Modification -  XOR the decrypted pixel values with the same chaotic values used during 

encryption. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                          Fig 7.  Starting rotation in given models No. of blocks.  = 4096 
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                                               Fig 8. Next round displacement of blocks in inner side 

 

           4. Inverse Shuffling - Generate the same permutation of pixel indices using the Chen system chaotic sequence. 

Inversely rearrange the dot positions of the data according to the original pixel positions[23]. 

 

            5. Output the Decrypted Image - Reshape the decrypted pixel array back into the original image dimensions. 

Save or display the decrypted image. 

                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                          Fig 9. Third phase displacement of blocks shuffle in inside 

 

 

 

 

IV. EXPERIMENTAL ANALYSIS &RESULTS 

 

 

Results and Analysis 

The encrypted images were visually inspected and compared with the original images [24] [25]. The encrypted 

images were noise-like and lacked discernible patterns, ensuring that the encoded data did not reveal any 

information about the original data. 
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              Original Image:                                                                                     Encrypted Image: 

   

 

 

 

 

                    Fig 10.  X-ray of the chest original artwork, rearranging block values, and rearranging individual blocks 

  Analysing  histogram  

 The original, encoded data became blurry. 

The blurred encoded data was uniformly distributed, indicating favorable diffusion and preventing statistical attacks. 

 

 

 

 

 

 

 

                    Fig 11. Cerebral imaging Initial image, permutation of block values, permutation of blocks 

Correlation Coefficient 

The adjacent in pixel’s are three direction X Y Z axis and got result for both the unmodified data and also in 

encryption method [26]. 

 

 

 

 

 

 

             Fig 12.  Magnetic resonance picture Initial image, permutation of pixel values within blocks, permutation of 

blocks themselves 
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                                  Fig 13  Encryption image of the chest in three direction X Y Z 

 

 

 

 

 

 

 

                               Fig 14. Cerebral imaging Image encrypted along the X-axis  image encrypted through the Y-axis  

picture  and Z-axis picture 

 

 

 

 

 

 

                    Fig 15.  Magnetic resonance picture encrypted through X-axis,  Y-axis,  Z-axis picture. 
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                                     Fig 16. The  image of chest, brain and MR image in a histogram view. 

 

 

 

 

 

 

 

 

                                                  Fig 17. Graphical representation of chest data  

 

 

 

 

 

 

 

 

 

                                                          Fig 18. Graphical representation of  Brain data 

 

 

 

 

 

 

 

 

 

                                              Fig 19.  Graphical representation of  MR data 
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                                   Fig 20.  Image of the three histogram view in a 3D method.  

 b) Analysis of Adjacent Pixel Correlation 

Correlation between neighbouring pixels is a crucial characteristic to show the cipher-text image's dispersion and 

confusion characteristics[27].  

 

 

 

 

 

 

                      Fig 21. Radiography view of a 3d method along x direction horizontally, diagonally and vertically. 

 

 

 

 

 

 

             Fig 22. Histograms of 3D display of chest images Chest X-ray graphical representation along Y in 

three  different orientations: horizontally, diagonally, and vertically. 
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                  Fig 23.  The histogram of chest image in 3D method as horizontally, diagonally and vertically. 

            

                Correlation can be computed mathematically as follows: 

 

                                                  rxy =
𝐸((𝑥−𝐸(𝑥))(𝑦−𝐸(𝑦)))

√𝐷(𝑥)𝐷(𝑦)
                   (5) 

                                                                   𝐸(𝑥) =
1

𝑁
∑ 𝑥 𝑖

𝑁

𝑖 = 1

                                 (6) 

 

                                                                 𝐷(𝑥) =
1

𝑁
∑(𝑥 𝑖 − 𝐸(𝑥)) 2

𝑁

𝑖 = 1

              (7) 

 

                           Table 1 Values of the correlation coefficient for every dimension 

S.No Images 
       Dimensions of Plain Image     Dimension of an encrypted image 

Hori Dim Diag Dim Vert Dim Hori Dim Diag Dim Vert Dim 

1 
Thorax-X 

direction  
0.9772 0.9459 0.9569 0.02 0.0003 0.001 

2 
Thorax -Y 

direction  
0.9772 0.9459 0.8969 0.01 0.0003 0.0001 

3 
Thorax -Z 

direction  
0.9772 0.9459 0.8969 0.01 0.0001 0.0001 

4 
Neurological 
organ -X 

direction  

0.9745 0.9493 0.9378 0.01 0.0001 0.0001 

5 
Neurological 
organ -Y 

direction  

0.9745 0.9493 0.9378 0.02 0.0002 0.0001 

6 
Neurological 
organ -Z 

direction  

0.9745 0.9483 0.9378 0.02 0.0002 0.0001 
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7 
MRI-X 

direction  
0.9713 0.9412 0.8643 0.01 0.0002 0.0001 

8 
MRI-Y 

direction  
0.9713 0.9412 0.8643 0.02 0.0002 0.0001 

 9 
MRI-Z 

direction  
0.9713 0.9412 0.8643 0.01 0.0003  0.0001 

 

 

 

 

 

 

 

 

                               Fig 24. Pixel’s correlation along X,  Correlation along Y,  Correlation along Z  

Table 1 displays the results of our proposed approach for the integers [5, 18, 25, 35]. Figure 25 shows the grayscale 

image in three directions and views the pixels moving in ciphertext to encrypt mode, as shown in Figures 26–27. The 

average values of the unaltered images for the chest, brain, and MR dimensions in Table 1 are around 0.9772, 0.9493, 

and 0.9569, respectively. If the value is 1, it indicates a strong bidirectional connection. Researchers evaluate the values 

in all directions [28]. The evaluated averages of the given values are 0.02, 0.02, and 0.0001. After encryption, the image 

falls within the range of 0 to -1. This result demonstrates the efficiency of the proposed work. 

c)  Analysing method with homogeneity and energy  

In this analysis method, we find that the grey scale level vectors are closer to either one. The GLCM tables provide an 

illustration of statistical combinations involving pixel intensity or grey levels. If the homogeneity value is lower, it 

indicates the use of an encryption technique. 

 

 

 

 

 

 

 

 

                                       Fig 25. thorax image histogram in x direction  
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                                          Fig 26. thorax image histogram in y direction 

 

 

  

 

 

 

 

 

                                             Fig 27. Thorax image histogram in z direction  

 

              Formula is:  

                  

                                             𝐻 = ∑  
g(x, y)

1 + |x − y|

𝑀

𝑥,𝑦=1

                                                 (8) 

 

                 Formula for a contrast:  

                                      𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ |𝑥 −  𝑦|2 𝑝(𝑥, 𝑦)                                 (9)

𝑀

𝑖,𝑗 = 1

 

 

                  Therefore p(x, y) shows a generalized method of cubic model  

 

        

   

Auth
ors

 Pre-
Proo

f



 

 

 
 

                                                     Table 2. Table for a direction X 

S.no Image Consistency Vitality Discrepancy 

1.  Thorax 0.3610 0.0182 10.4301 

2.  Neurological organ 0.3616 0.0182 10.3928 

3.  MRI 0.3519 0.0184 10.4276 

 

                Table 3. An investigation of Consistency, Vitality, and Discrepancy  is conducted along the Y direction,      

and the average values are calculated. 

S.no Image Consistency Vitality Discrepancy 

1 Thorax 0.3787 0.0182 10.4409 

2 Neurological organ 0.3619 0.0173 10.1928 

3 Magnetic 

resonance 

0.3275 0.0161 10.2272 

 

                   

                            Table 4. Analysis of Consistency, Vitality, and Discrepancy is conducted on average values along 

the Z direction. 

S.no Image Consistency Vitality Discrepancy 

1 Thorax 0.3787 0.0182 10.4409 

2 Neurological organ 0.3619 0.0173 10.1928 

3 Magnetic resonance 0.3275 0.0161 10.2272 

 

                             Table 5. Current findings from the analysis of Consistency, Vitality, and Discrepancy 

S no Image Consistency Vitality Discrepancy 

1 Encrypted image 0.4533 0.0198 6.9123 

2 Encrypted image 0.9214 0.1943 0.2196 
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            Another quantity that can be computed using the GLCM is energy.  

 

            The following is the equation used for calculating energy: 

 

                                                              Vitality = p (x , y)2  (10) 

 

             where the total count of grey-level co-occurrence. matrices is indicated by symbol p(x, y). 

Tables 2, 3, and 4 display the same value as the given image. For each image, we obtain an average value, which is 

0.3787 in all three directions. In contrast, other plans are recommended. Table 5 displays the output. The output in 

Table 5 yields a value that is relatively small. Achieving a low value demonstrates that plaintext can view the 

cryptosystem from all three directions. However, the result is significantly higher than the values that were 

achieved. Therefore, it establishes the superiority of the proposed work over other existing schemes by attacking 

them more effectively. 

        d)  Analysis of Differential Attacks 

An encryption algorithm must possess immunity to divergent attacks, which is a crucial characteristic [29]. There 

are two tests that can assess resistance to different types of attacks: (1) the rate at which the count of pixels shifts 

with the average amount of changes. We conducted these tests on two scrambled photos, ensuring that the 

accompanying unencrypted images differed by only one pixel. 

  

 

       3.5 NPCR and UACI 

      NPCR and UACI were calculated to analyse the perceptiveness of the encoded work with small execution in 

plaintext. 

             NPCR: 99.61%  

             UACI: 33.52% 

        High NPCR and UACI counts confirm with encryption algorithm is highly perceptiveness for minor modification 

in the cipher text, ensuring robust security. 

 

                       Given formula for NPCR is  

 

                                NPCR  =  
∑ 𝐷(𝑖,𝑗)𝑖𝑗

𝑀 𝑋 𝑁
  𝑋 100%                             (11) 

 

 

The data of the two given dataset present equal count in plaintext, as D(i, j) is equal to 0. Conversely plain text of 

two given data have different values same as D(i, j) is equal to 1. The maximum threshold for the NCPR is set at 

100%, but, in order for a cryptosystem to be considered effective, the NCPR value should exceed 98.9%. 
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            Unified Average Changing Intensity  

The UACI test was implemented for calculating degree of median intensity change among two encrypted text 

images, provided that there is a one-pixel variance between the two associated unencrypted data. 

                  Formula of UACI is: 

 

 𝑈𝐴𝐶𝐼 =  
1

𝑀 𝑋 𝑁
   [∑  

𝑖 𝑗

|c1 (i, j)  −  c2(i, j)|

255
 ]     𝑋   100 %             (12)    

 

                                          Table 6. NPCR   UACI  comparison 

S.No Images Direction NPCR count UACI count 

1 Thorax  Direction X 98.92 35.76 

2 Thorax  Direction Y 98.99 35.81 

3 Thorax  Direction  Z 98.90 35.12 

 

 

                                                              Table 7. NPCR and UACI Value in 3-D 

S.No Medical data Diagonals NPCR accuracy UACI accuracy 

1 Thorax X Axis 99.92 35.76 

2 Thorax Y Axis 99.99 35.81 

3 Thorax           Z Axis  98.90 35.12 

4 Neurological organ X Axis 98.91 35.72 

5 Neurological organ Y Axis 98.92 35.02 

6 Neurological organ Z Axis 98.97 35.98 

7 MRI X Axis 98.96 35.65 

8 MRI Y Axis 98.92 35.95 

9 MRI Z Axis 98.64 35.05 

 

                                               Table 8. Implemented value of  MSE and PSNR scheme      

S No Image x Axis y Axis z  Axis x Axis  y Axis z Axis 
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1 Thorax 11415.76 12774.31 11131.61 6.98 6.99 6.98 

2 Neurological 

organ 

11035.54 11213.07 12092.04 6.47 6.48 6.47 

3 MR 12397.32 10593.61 11633.29 6.59 6.60 6.46 

 

    4. Performance Evaluation 

The encode and decode many times and it was measured to observe computational efficiency in my 

implemented algorithm [30]. 

                   Average Encryption Time: 0.56 seconds (for a 512x512 image)  

                   Average Decryption Time: 0.55 seconds (for a 512x512 image) 

The output shows the implemented work as efficient and suitable for practical applications, even in 

resource-constrained environments. 

    5  Security performance 

The safety of our implemented encrypt value was analysed opposite to other various intruders attack  

   Brute-Force Attack: It is a large key space provided by starting work with given  equation in chen network makes 

brute-force attacks computationally infeasible. Statistical Attack: The uniform histogram and low correlation 

coefficients in the result achieved by encrypt data to safe the quantitative intruders.  Differential Attack: Increased in  

NPCR and UACI scheme indicate in our algorithm is prevented from various intruding so in this minor correction is 

take place in the cipher text for achieving a exact output. 

                                                                   V. Conclusion  

It offers a robust approach to protecting sensitive medical data. By combining random shuffling techniques with 

advanced cryptographic methods, this system ensures that medical images are securely encrypted, mitigating the risk of 

unauthorized access and data breaches. The shuffling process adds an additional layer of complexity by randomizing 

pixel positions, making it more difficult for attackers to decipher the image without the proper decryption keys. 

Cryptographic algorithms, such as AES or RSA, further enhance security by encrypting the shuffled data using strong, 

widely-accepted standards. This dual-layered protection preserves the integrity and confidentiality of medical images, 

which is crucial in healthcare where data privacy and security are paramount. Implementing such encryption methods not 

only complies with regulatory standards like HIPAA but also fosters trust between patients and healthcare providers. 

Furthermore, the efficiency of the system ensures that encryption and decryption processes can be carried out without 

significant computational overhead, making it a feasible solution for real-time applications in telemedicine and digital 

health systems. 
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