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Abstract - As cybercriminals become their tactics, phishing URLs are increasingly operated to exploit unsuspecting users. 

This leads to notable financial loss and erodes user trust in online systems, influencing businesses and individuals. Though 

effective in specific scenarios, traditional signature-based and heuristic methods often require help keeping pace with the 

dynamic of phishing schemes. In this study, we introduce a hybrid model combining Gated Recurrent Unit (GRU) and 

Convolutional Neural Networks (CNN) to enhance phishing URL detection. Our primary purpose was to utilize both 

temporal feature extraction through GRU and spatial feature extraction using CNN, building a robust model capable of 

effectively identifying phishing attempts. We evaluated three models, GRU, CNN, and the proposed GRU+CNN hybrid, 

employing a Kaggle dataset containing over 2.5 million URL samples labeled as phishing. The GRU model reached 97.8% 

accuracy, while the CNN model performed slightly better, with 98% accuracy. However, the hybrid GRU+CNN model 

outperformed, achieving an accuracy of 99.0%, showing its superiority in addressing the complexities of phishing 

detection. Future work will optimize the hybrid model for real-time detection and investigate its adaptability to other 

cybersecurity domains, such as malware and social engineering threats. 

 

Keywords - Phishing URL detection, Cybersecurity, Hybrid model, Cyber threat prevention, Deep learning, Phishing 

attacks. 

 

I. INTRODUCTION 

 

Since the late 20th century, our society has experienced a significant transformation by technological advancement. Face-

to-Face communication has progressively transitioned to digital interactions, with the World Wide Web (WWW) becoming 

a blessing in our daily lives [1]. Considerable purposes are fulfilled, including instant messaging, online banking, and social 

media connectivity. Unfortunately, there are vulnerabilities that unscrupulous actors can exploit due to this heavy reliance 

on the internet [2]. Cybercriminals often use weak security protocols to breach newly implemented systems. Their attacks 

can potentially result in private data theft, elevating identity theft above and beyond simple financial losses as a severe 

crime. Attackers can gain unauthorized access to confidential data by attracting users with deceptive URLs (Universal 

Resource Locators) [3]. Therefore, safeguarding access to URLs has appeared as a vital priority in the fight against cyber 

threats. As the landscape of cybercrime develops, it is imperative to create robust detection methods to keep pace with 

cyber adversaries' changing tactics. Our daily activities now rely on the Internet, including communication, business, 

marketing, education, travel, and shopping. Due to the rise in Internet use and the tendency to share personal information 

online, sensitive data is more vulnerable to cybercrime. The Internet has many benefits, but criminals have also used it to 

commit different crimes, most notably phishing [4]. In these attacks, phoney messages that appear to be from reliable 

sources are sent via text messages, chat apps, or emails [5].   

 

The term "phishing" is increasingly used and discussed in academic literature, social media, and traditional media. 

Cybercriminals trick consumers into revealing personal information through various mediums, including phone calls, text 

messages, chat apps, forums, emails, and URLs [6]. Phishing is a type of cyber-attack that uses social engineering methods 

[7]. The main objective is to steal confidential information, including passwords, login credentials, and credit card 

information. Generally, when an attack occurs, a fake domain resembles a legitimate firm's website. After designing 

fraudulent sites, they sent mass emails to suspects asking them to click on malicious links. These emails often hold 

mailto:5csesuresh6@gmail.com
mailto:6ravi.4u.kumar@gmail.com


 

 

 
 

threatening or alarming messages prepared to prompt action, eventually leading recipients to a fake login page similar to a 

trusted site. One key organization monitoring and reporting phishing activities globally is the Anti-Phishing Study Group, 

which keeps the public informed. The increasing number of phishing attempts, which exceeded 300,000 in July 2023 alone, 

highlights the urgency for robust cybersecurity measures [8]. In particular, Phishing incidences have expanded from 600 

to 1,100 per month across big organizations, the continuing threat with webmail services becoming prime targets. Reports 

on phishing and fraud indicate a 220% growth in these attacks during the COVID-19 pandemic, demonstrating a marked 

surge in malicious activity [9]. In a common phishing situation, criminals try to obtain personal information such as login 

details and financial information for fraud. 

 

Cybercriminals frequently create counterfeit versions of legitimate websites, particularly targeting financial institutions 

[10]. This tactic attracts victims to fake websites, increasing the risk of data misuse. Many organizations still require 

sophisticated solutions to identify fake URLs that leave consumers vulnerable, even in the face of the growing requirement 

for effective phishing prevention [11].  Phishing attacks have increased, especially after the COVID-19 outbreak. As a 

result, many anti-phishing programs have been developed, also many rely on blocklist databases. Blocklists are a 

widespread tool used by lookup-based security toolbars in web browsers. These databases are slow to update, leaving users 

vulnerable to further phishing URLs. Although blocklists seek low false positives, they struggle to keep up with the ongoing 

creation of new URLs, which limits their effectiveness. Blocklisting is still the most popular way to identify phishing sites 

in contemporary browsers. However, it is not always effective in identifying newly developed phishing websites not yet 

included in any blocklist [12].  

 

The shortcomings of conventional techniques have directed researchers to focus on Machine-Learning (ML) algorithms to 

identify malicious URLs. Modern detection systems have to advance beyond traditional ways as phishing attacks evolve. 

More dynamic capabilities are available with ML and deep learning (DL) models like Graph Convolutional Networks 

(GCN), Artificial Neural Networks (ANN), and Recurrent Neural Networks (RNN). These techniques extract features from 

URLs, create training sets, and apply supervised learning to classify URLs, with state-of-the-art models like XGBoost 

efficiently handling large datasets for phishing detection. Although these models have limits, they have proved 

indispensable in detecting and stopping phishing attempts, mainly in digital forensics. One significant drawback is that 

standalone models are less flexible to threats that appear in real time since they may require assistance with recently created 

or heavily disguised URLs. 

The following are the primary contributions of this paper: 

1. We propose a unique combination of GRU and CNN architectures, using GRU's temporal processing strengths 

with CNN's spatial feature extraction capabilities, presenting a robust and efficient phishing URL detection 

framework. 

2. Our proposed hybrid model outperforms GRU and CNN models, performing an accuracy of 99.0%, incomparable 

to GRU's 97.8% and CNN's 98%. This demonstrates enhanced capability in phishing URL classification, and the 

model mitigates overfitting. 

3. We evaluate the model on a large Kaggle dataset with over 2.5 million labeled URLs, and the proposed model 

demonstrates its ability to scale effectively while maintaining high performance and reliability. 

This study is divided into multiple sections. Section II will analyze the existing methods for identifying phishing URLs. 

Section III will describe our proposed method and briefly discuss the configuration for implementing our model. Section 

IV will provide an overview of the outcomes of the experiments conducted using the models we have proposed. Finally, 

we will present the findings of our research. 

 

II.  LITERATURE REVIEW 

 

Phishing attacks, a severe cybercrime involving email deception and fraudulent websites, threaten internet security. Many 

research studies have investigated ML methods to identify and prevent phishing attacks, utilizing datasets containing 

attributes of both phishing and legitimate URLs and commonly utilized ML and ensemble models. The hybrid LSD model 

[13], which combines LR, SVM, and DT using voting techniques, has shown impressive accuracy. Techniques such as 

canopy feature selection, cross-validation, and hyperparameter optimization further improve performance, achieving an 

accuracy of 98.12%. Advancements in phishing URL detection have been made with hybrid deep learning models that 

integrate NLP features and character embedding-based features. Another study [14] introduced two models, DNN–LSTM 

and DNN–BiLSTM, which combine high-level NLP features with in-depth character-level analysis. The DNN–BiLSTM 

model, leveraging the bidirectional LSTM's ability to capture both forward and backward connections, achieved a 

remarkable 99.21% accuracy on a newly developed dataset, outperforming other models. These models outshine traditional 

machine learning and CNN models by utilizing multiple feature sets simultaneously. Future enhancements could further 

boost the models' performance by incorporating word embeddings and self-attention mechanisms. 



 

 

 
 

Conventional methods for identifying phishing attacks struggle to detect zero-hour attacks and are often unsuitable for real-

time environments. To tackle these challenges, a study has suggested a client-side hybrid anti-phishing solution that uses 

URL and hyperlink features without relying on third-party sources. The study [15] created a new dataset comprising 6000 

websites and utilized machine learning models, with the XGBoost classifier achieving an accuracy of 99.17%. The hybrid 

approach significantly enhances phishing detection, although future endeavours could focus on mobile phishing, an 

emerging threat. The latest developments in phishing detection involve using advanced deep learning models such as 

ResNeXt combined with GRU to identify real-time attacks swiftly. The author [16] has incorporated SMOTE to tackle 

data imbalance and has employed autoencoders with ResNet for more effective feature extraction. The innovative RNT 

model, further fine-tuned using the Jaya optimization method, has demonstrated exceptional performance on phishing 

datasets, achieving an impressive 98% accuracy and surpassing state-of-the-art algorithms by 11% to 19%. Its low false 

positive rates and rapid execution times highlight its efficiency. This approach significantly enhances digital forensics and 

cybersecurity, particularly in safeguarding wireless communications and administrative data. 

 

Identifying malicious URLs often imitates legitimate ones and presents a significant cybersecurity challenge. Machine 

learning models have been created to categorize URLs as safe or harmful, safeguarding against phishing attacks and 

malware. Current research focuses on integrating these models into web browser extensions to alert users promptly. A 

recent study [17] achieved an accuracy rate of 85.37%, with precision and recall scores of 86.65% and 83.95%, 

respectively. Although developing a hybrid model presented challenges, potential enhancements, such as incorporating 

deep learning techniques, may improve detection accuracy and offer more robust real-time protection. The detection of 

phishing URLs has been significantly improved by integrating Variational Autoencoders (VAE) and DNN in a 

groundbreaking approach that enhances extracting features from raw URLs. The VAE component plays a crucial role in 

reconstructing input URLs, enhancing detection accuracy and making the model more effective in identifying malicious 

URLs [18]. By utilizing datasets such as ISCX-URL-2016 and Kaggle, the proposed model has achieved an impressive 

accuracy of 97.85% with a rapid response time of 1.9 seconds. These results surpass those of previous models, 

demonstrating the efficiency and precision of combining VAE and DNN for phishing detection and highlighting its 

potential for real-time cybersecurity applications. 

 

Phishing detection has made significant strides by developing a layered classification model incorporating URL structure, 

text, and image features. Unlike previous research, the study [19] leverages a substantial dataset of 20,000 websites, 

extracting 22 crucial URL features and applying NLP for text analysis. Additionally, text embedded within images, a 

common characteristic of phishing websites, was processed for classification. The experimental findings revealed that 

XGBoost outperformed other models, achieving 94% accuracy in training and 91% in testing. MLP and RF also 

demonstrated high accuracy. This approach notably enhances early phishing detection, bolstering internet security for 

users. A recent study delves into phishing detection systems that assess request features to pinpoint malicious activities. 

As the number of features expands, selecting the most relevant ones becomes crucial for enhancing model performance, 

curbing computational costs, and preventing overfitting. The research [20] strengthens the efficiency of a URL-based 

phishing detection system by integrating a feature selection method based on GA. Genetic algorithms imitating natural 

selection were fine-tuned to pinpoint the most pertinent features. The experimental findings reveal that the proposed model 

attained a 93% accuracy rate, narrowly trailing XGBoost by 1%. This approach presents an encouraging avenue for fine-

tuning machine learning models in phishing detection. 

 

Another research [21] presented a hybrid classification model that combines CNN and LSTM algorithms to improve 

phishing detection, using a substantial dataset of one million URLs and over 10,000 images, the model's sensitivity was 

evaluated through various factors, including feature types and misclassification rates. A comprehensive experimental 

analysis demonstrated that IPDS gained an accuracy rate of 93.28% with an average detection time of 25 seconds. This 

study highlights the effectiveness of deep learning techniques in identifying phishing web pages and attacks in large 

datasets, significantly contributing to cybersecurity efforts. 

 

III.    METHODOLOGY 

 

This study presents a novel Hybrid DL framework, NeuralUnit designed to detect phishing URLs. The growing complexity 

of phishing attacks, primarily through malicious URLs, necessitates advanced detection mechanisms. To address this, we 

employ a CNN combined with a GRU to enable reliable feature extraction from the linguistic and sequential patterns in 

phishing URLs. Figure 1 graphically represents the overall methodology of our research work. 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 1: Overview of the research methodology framework 

3.1   Dataset Description and Preprocessing 

        We employed an extensive phishing URL detection Kaggle dataset with over 2.5 million URL samples to evaluate 

the proposed phishing detection models. This dataset has 18 attributes pertinent to phishing detection tasks and is labelled 

authentic or phishing. It was assembled using reliable sources like OpenPhish-Community, PhishTank, and Phishing: 

database and URL rating websites like The Majestic Million and Cisco Umbrella Popularity List. This dataset addresses 

the lack of sandboxing technologies and big-tagged datasets required for reliable phishing detection. It provides rich context 

by featuring URLs' linguistic and behavioural characteristics and allowing more accurate detection models. In particular, 

the dataset captures crucial features such as URL length, entropy, digit-letter ratios, and domain-related properties that are 

instrumental for classification algorithms. Figure 2 displays the dataset sample, and Table 1 presents the dataset's features. 

 

 

 

 

 

 

 

Figure 2: Sample of the dataset 

Then, some data preprocessing steps were applied. The dataset preprocessing involved several essential steps. Target labels 

for phishing and legitimate URLs were binarized (1 for phishing, 0 for legitimate), while missing values were appropriately 

addressed. Continuous features experienced normalization through min-max scaling, and categorical attributes were 

transformed employing one-hot encoding. The `URL` strings were tokenized into domain and subdomain components to 

facilitate effective processing within the hybrid CNN-GRU model. Special characters such as "#", "%", and "!" which have 

no significance for classification, must be removed through data cleaning and noise reduction. Additionally, protocols like 

"http://", "https://", and "www." are removed, and URLs are changed to lowercase for uniformity. After that, phrases or 

words that are frequently present in URLs like "home," "index," or "php" are eliminated to concentrate on more pertinent 

signs of phishing. The dataset has an identical class-wise distribution, with 1,250,000 samples for the legitimate class and 

1,250,000 samples for the phishing class. Equitable representation for both classes is guaranteed by this balanced dataset, 

which is essential for building objective models. 

 

 

https://www.kaggle.com/datasets/sergioagudelo/phishing-url-detection


 

 

 
 

Table 1: Features of the dataset 

# Column Name Feature Description Data Type 

1 url URL string Str 

2 Source Source of the URL  Str 

3 Label Category of URL, either phishing or legitimate str 

4 url_length URL length in characters int 

5 starts_with_ip Is the base URL an IP address? bool 

6 url_entropy URL/hostname entropy float 

7 has_punycode Does the URL contain at least one punycode character? bool 

8 digit_letter_ratio Digit-letter character ratio in URL float 

9 dot_count Count of occurrences of (.) inside URL Int 

10 at_count Count of occurrences of the "@" symbol in the URL Int 

11 dash_count Count of occurrences of "-" symbol in URL Int 

12 tld_count Does the subdirectory in the URL contain TLDs? int 

13 domain_has_digits Does the domain (base URL) contain digits? bool 

14 subdomain_count Count of subdomains in the base URL Int 

15 nan_char_entropy Character entropy of non-alphanumeric characters float 

16 has_internal_links Does the URL subdirectory contain internal links? bool 

17 whois_data Availability of domain WHOIS record bool 

18 domain_age_days Domain age in days (based on WHOIS data) float 

  

3.1.1   Dataset Statistical Information 

           A histogram plot showing the distribution of the url_entropy feature among the two classes (phishing and legitimate) 

is shown in Figure 3. Hue='label' is used in the graphic to differentiate the two classes so that the URL entropy distributions 

of each may be compared directly. The underlying probability distribution of the data is also represented more smoothly 

by the overlay of the Kernel Density Estimate (KDE) curve. This graphic illustrates the differences in URL entropy between 

phishing and authentic URLs, maybe pointing forth trends that could be helpful for categorization. 

 

 

 

 

 

 

 

 

 

 

Figure 3: Distribution of url_entropy for legitimate and phishing URLs, with KDE curves providing a smooth data 

representation across both classes. 

As seen in Figure 4, the plot displays the distribution of the url_length characteristic for both phishing and authentic URLs. 

The graphic distinguishes between the two classes using hue='label,' making it possible to compare URL lengths between 

phishing and genuine websites. Including the Kernel Density Estimate (KDE) curve offers a smooth depiction of the 

distribution. Based on this characteristic, this visualization aids in highlighting any variations or patterns in URL length 

between the two groups, which may help identify phishing URLs. 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 4: The distribution of url_length for phishing and valid URLs; the KDE curves indicate a smooth representation of 

the data for both classes. 

The distribution of the subdomain_count feature for phishing and authentic URLs is shown in Figure 5. To differentiate 

between the two groups, the hue='label' parameter is employed, and the KDE curve is incorporated to offer a smooth 

approximation of the underlying probability distribution. The number of subdomains found in authentic versus phishing 

URLs can be compared using this graphic. The plot assists in identifying possible variations in URL structures by 

examining the distribution of subdomain counts. Phishing URLs may have more or fewer subdomains than authentic ones, 

which can be a significant indicator for classification models. 

 

 

 

 

 

 

 

 

 

Figure 5: The distribution of subdomain_count for phishing and authentic URLs. KDE curves show how the data is 

represented smoothly in both groups. 

3.2    Gated Recurrent Unit (GRU) Model 

          The GRU is an efficient variant of the Long Short-Term Memory (LSTM) network, created to sweeten computational 

performance by simplifying its architecture. In contrast to the three-gate structure of the LSTM, the GRU creates a two-

gate system with a reset gate and combines the forget and input gates into a single update gate [22]. The update gate and 

reset gate are the two main computing components of a GRU. Initially, the update gate u t determines the amount of the 

previous concealed state to be kept for the current time step, which is computed as follows: 

𝑢𝑡  =  𝜎 (𝑊𝑢 . 𝑥𝑡  +  𝑈𝑢 . ℎ𝑡−1 + 𝑏𝑢) 

where 𝑊𝑢 and 𝑈𝑢 are the weight matrices for the input 𝑥𝑡  and the prior hidden state ℎ𝑡−1, respectively, and 𝑏𝑢 is the bias 

term. The function  𝜎 defines the sigmoid activation function: 

σ(x) = 
1

1+𝑒−𝑥 



 

 

 
 

Moving to the reset gate 𝑟𝑡, which prescribes how much of the prior hidden state should be ignored, is calculated as: 

𝑟𝑡 =  𝜎 (𝑊𝑟 . 𝑥𝑡  +  𝑈𝑟 . ℎ𝑡−1 + 𝑏𝑟) 

where 𝑊𝑟, 𝑈𝑟 , and 𝑏𝑟  are the weight matrices and bias for the reset gate. 

Once the reset gate is used, the candidate hidden state ĥ𝑡  is produced by considering both the current input and the adjusted 

hidden state from the previous time step: 

ĥ𝑡 =  𝑡𝑎𝑛ℎ (𝑊ℎ. 𝑥𝑡  +  𝑟𝑡  ∗  (𝑈ℎ. ℎ𝑡−1)) 

where 𝑊ℎ  and 𝑈ℎ are weight matrices, and (*) represents element-wise multiplication. The function 𝑡𝑎𝑛ℎ expresses the 

hyperbolic tangent function that introduces non-linearity. 

Finally, the hidden state ℎ𝑡 at the current time step is updated between the candidate hidden state ĥ𝑡 and the prior hidden 

state ℎ𝑡−1, with the update gate 𝑢𝑡 : 

ℎ𝑡  =  (1 − 𝑢𝑡)  ∗  ℎ𝑡−1  +  𝑢𝑡 ∗  ĥ𝑡) 

The output 𝑦𝑡  for the current time step is estimated based on the hidden state: 

𝑦𝑡  =  𝜎 (𝑊𝑦 . ℎ𝑡 + 𝑏𝑦) 

where 𝑊𝑦 is the output weight matrix, and 𝑏𝑦 is the output bias. Figure 6 illustrates the GRU structure. 

 

 

 

 

 

 

 

 

 

Figure 6: GRU model architecture 

 

3.3    Convolutional Neural Network (CNN) Model 

          CNNs represent a powerful class of deep neural networks, predominantly employed in tasks such as image 

recognition, video analysis, and time series classification. Their strength lies in their capability for effective feature 

extraction and spatial hierarchy learning, allowing them to tackle complex problems remarkably. A typical CNN design 

consists of numerous convolutional layers, pooling layers, fully connected layers, an output layer, and an input layer. The 

input layer receives and preprocesses data before it is sent over the network by associating every neuron with a feature in 

the incoming data; this layer ensures that the dimensions are matched accurately. Using several kernels to create new 

feature maps and appending a bias term after each convolution, the convolutional layers perform convolution operations 

on the input data. This can lead to high-dimensional feature maps, requiring a decrease in dimensionality to mitigate 

overfitting and improve learning efficiency. Pooling techniques, such as max pooling and average pooling, are utilized for 

this purpose [23]. 

The fully linked layers are critical in combining local features into global representations for high-level inference. 

Mathematically, the output of the fully connected layer for the jth neuron is stated as follows: 



 

 

 
 

𝑜𝑗 =  ∑ 𝑊𝑗𝑘𝑎𝑘  +  𝑏𝑜

𝑚

𝑘=1

 

where 𝑜𝑗 represents the output of the jth neuron, m  is the number of input features 𝑎𝑘, 𝑊𝑗𝑘 defines the weight connecting 

the kth input to the jth neuron, and 𝑏𝑜 is the connected bias term. 

For activation, this model employs the Rectified Linear Unit (ReLU) function, described as: 

𝑎𝑗  =  𝑔(𝑜𝑗)  =  𝑚𝑎𝑥(0, 𝑜𝑗) 

In this context, 𝑎𝑗 denotes the activated output for the jth neuron, effectively presenting non-linearity into the network and 

enabling it to learn complex patterns. Figure 7 represents the CNN model architecture. 

 

 

Figure 7: CNN model architecture 

 

3.4   Proposed Model 

        We introduce a novel hybrid method that Combines the strengths of CNN and GRU to improve phishing URL 

detection. This architecture is developed to extract spatial features from URLs while capturing sequential dependencies, 

improving detection accuracy. The model initiates with a CNN that processes the input URLs. The convolutional layers 

apply filters to extract meaningful features, and after being flattened, the output of the final convolutional layer is 

transmitted to the fully connected layer. The following represents the output of this layer: 

𝑦𝑗  =  𝑖 = 1𝑛𝑊𝑖𝑗𝑥𝑖  +  𝑏1 

where 𝑦𝑗 defines the output of the jth neuron, 𝑊𝑖𝑗 denotes the weights connecting the ith input to the jth neuron, 𝑥𝑖 are the 

flattened features, and 𝑏1 is the bias term. 

Following feature extraction, the GRU component processes the sequential output from the CNN. The GRU utilizes an 

update gate 𝑧𝑡 and a reset gate 𝑟𝑡 to manage information flow. These gates are calculated as follows: 

𝑧𝑡  =  𝜎 𝑊𝑧𝑥𝑡  +  𝑈𝑧ℎ𝑡−1  +  𝑏𝑧 

𝑟𝑡  =  𝜎 𝑊𝑟𝑥𝑡  +  𝑈𝑟ℎ𝑡−1  +  𝑏𝑟 

where the prior hidden state is denoted by ℎ𝑡−1, the current input is indicated by 𝑥𝑡, the update and reset gate outputs are 

represented by 𝑧𝑡 and 𝑟𝑡, respectively, and the weight matrices for the gates are defined by W and U.  

The hidden state ℎ𝑡 of the GRU is updated using: 

ℎ𝑡  =  (1 − 𝑧𝑡)  ∗  ℎ𝑡−1  +  𝑧𝑡  ∗  𝑡𝑎𝑛ℎ (𝑊ℎ𝑥𝑡  +  𝑈ℎ  (𝑟𝑡 ∗  ℎ𝑡−1)  + 𝑏ℎ) 

This mechanism allows the model to retain relevant information from previous time steps while learning to forget 

unnecessary details. 

Finally, the output of the GRU is fed into a classification layer to predict whether a URL is phishing or legitimate. The 

prediction can be depicted as follows: 

ŷ =  𝜎 (𝑊𝑜𝑢𝑡ℎ𝑇  +  𝑏𝑜𝑢𝑡) 



 

 

 
 

where ŷ is the predicted probability, ℎ𝑇   is the hidden state at the final time step, 𝑊𝑜𝑢𝑡 is the weight matrix for the output 

layer, and 𝑏𝑜𝑢𝑡 is the output bias. 

Our proposed hybrid model, which combines CNN and GRU, improves feature extraction and detects sequential patterns 

in URL data, enhancing phishing detection performance. This method addresses the challenges of recognizing malicious 

URLs in a complex threat landscape. Figure 8 depicts the overall architecture of our proposed Hybrid model. 

 

Figure 8: Graphical representation of our proposed Hybrid model 

IV. RESULT AND DISCUSSION 

This section evaluates the proposed hybrid framework's performance compared to DL models and widely used ML 

algorithms. The evaluation was conducted through experiments on various well-known SMS phishing datasets. 

 

4.1   Experimental Setup 

        After collecting the datasets, we developed the models using the algorithms discussed in the previous section. We 

utilized Google Colab Pro, a subscription-based platform, to access the necessary computational resources for training. 

Since the selected models and datasets required GPU support, we opted for V100 GPUs for our experiment. The dataset, 

consisting of 1,250,000 samples for legitimate and phishing classes, was divided utilizing the train_test_split method. 

Around 70% of the data was allocated for training, while the remaining 30% was for testing, ensuring . The following 

sections will present different models' evaluation parameters and performance results. 

 

4.2   Evaluation Metrics 

        Evaluating the ML model's performance with clear and robust metrics is crucial for validating its effectiveness. To 

assess the success of our framework, we employed the following performance indicators. 

 

A. Accuracy: Accuracy is calculated as the sum of true positives (TP) and true negatives (TN) divided by the total 

number of predictions made (true positives, true negatives, false positives, and false negatives). The formula 

represents this: 

Accuracy =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

B. Recall: Recall refers to the proportion of actual positive instances that are correctly identified. It measures the 

model's ability to capture legitimate SMS and is defined as: 

Recall = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

C. Precision: Precision indicates the fraction of correctly predicted positive samples out of all instances classified 

as positive by the model. It can be represented as: 

                                                                                Precision = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

D. F-score:  The f-score balances the trade-off between precision and recall, defined as the harmonic mean of these 

two metrics:    

F1- score = 2x 
𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 



 

 

 
 

4.3   Performance of models 

Table 2: Training, Testing, and Validation Accuracy of Different Models 

Models  Training Accuracy  Testing Accuracy Validation Accuracy 

GRU 98.2% 97.8% 97.3% 

CNN 98.5% 98% 97.8% 

Proposed Hybrid (GRU+CNN) Model 99.2% 99% 98.9% 

 

Table 2 comprehensively compares all evaluated models, focusing on their training, testing, and validation accuracy, which 

depicts the performance of each model, GRU, CNN and proposed Hybrid (GRU+CNN) throughout the training, testing 

(indicating their ability to generalize to unseen data), and validation phases (measuring their consistency). Notably, the 

hybrid model (GRU+CNN) demonstrated exceptional accuracy across all stages, yielding near-perfect results due to its 

superior fault detection capabilities.  We compared GRU, CNN, and a hybrid model (GRU+CNN) performance for 

detecting phishing attacks. The GRU model achieved a training accuracy of 98.2%, a testing accuracy of 97.8%, and a 

validation accuracy of 97.3%. Although the GRU model demonstrated strong learning capability, the marginal decline in 

testing and validation accuracy indicates some limitations in fully generalizing the patterns in phishing data. 

On the other hand, the CNN model exhibited slightly superior performance, with a training accuracy of 98.5%, testing 

accuracy of 98.0%, and validation accuracy of 97.8%. This underscores CNN's effectiveness in capturing spatial features, 

leading to enhanced generalization. However, as evidenced by the proximity of testing and validation scores to those of 

GRU, it still falls short of being optimal for phishing detection. 

 

Conversely, the proposed hybrid model that integrates GRU and CNN surpassed the individual models, achieving a training 

accuracy of 99.2%, testing accuracy of 99.0%, and validation accuracy of 98.9%. This substantial enhancement underscores 

how leveraging the combined strengths of GRU's sequential learning and CNN's feature extraction capabilities enabled the 

model to comprehend better and generalize complex phishing data. This hybrid approach yielded the most favourable 

results, emphasizing its suitability for robust phishing detection tasks, offering superior accuracy and generalization 

capabilities in testing and validation. 

Table 3: Precision, Recall, and F1-Score for Each Model 

Models Precision Recall F-score 

GRU 95.6% 90.2% 92.5% 

CNN 98.5% 84.8% 90.4% 

Proposed Hybrid (CNN+GRU) 96.5% 93.0% 95.2% 

 

Table 3 displays a comparison of the performance of the GRU, CNN, and the combined CNN+GRU models' performance. 

The comparison is based on precision, recall, F1-score, and accuracy. The GRU model demonstrates a high precision of 

95.6% and a recall of 90.2%, resulting in an F1-score of 92.5%, indicating its proficiency in identifying relevant patterns. 

However, the relatively lower recall suggests that it still misses some potential positive cases, potentially leading to false 

negatives. On the other hand, the CNN model boasts an impressive precision of 98.5% but has a lower recall of 84.8%, 

indicating its struggle in identifying all true positives.  

 

 

 

 

 

 

 

 

 

 

Figure 9: Comparative Performance of GRU, CNN, and Proposed Hybrid Models 

The hybrid CNN+GRU model significantly enhances performance across all metrics, achieving 96.5% precision, 93.0% 

recall, and a superior F1 score of 95.2%. The balanced and higher scores of the combined model suggest that integrating 



 

 

 
 

both CNN and GRU compensates for the individual weaknesses of each model, leading to a more reliable and generalizable 

solution for fault detection tasks. This comprehensive improvement in all metrics demonstrates that the hybrid model 

effectively addresses the complexities inherent in phishing URL detection, similar to how combining various models can 

overcome individual limitations. 

 

Figure 9 displays that while GRU and CNN models perform well, they have individual limitations in balancing precision 

and recall. Compared to CNN, the GRU model exhibits some shortcomings in precision, but it performs exceptionally well 

when processing sequential data. On the other hand, the CNN model provides excellent precision but needs help with 

recall, implying challenges in capturing complex relationships. Our proposed hybrid model, which incorporates the 

strengths of GRU and CNN, addresses these shortcomings by using the sequential learning capabilities of GRU and the 

powerful feature extraction of CNN. This synergy results from a more evenly distributed performance across all indicators. 

The benefit of this hybrid technique is that it can increase overall accuracy and dependability in identifying intricate 

patterns, making it a more reliable solution.   

 

 

 

 

 

 

 

 

 

 

Figure 10: Confusion matrix of the proposed hybrid model 

Figure 10 shows the confusion matrix is used to examine the faults in the suggested model. By displaying the true positive, 

true negative, false positive, and false negative counts for each class, it offers a thorough analysis of the model's 

performance. This matrix makes it possible to assess the model's performance in differentiating between phishing and 

authentic URLs and shows places where misclassifications happen. We can pinpoint particular shortcomings in the model's 

predictions and direct future enhancements to its functionality by looking at the confusion matrix. 

4.4   Discussion 

        Table 4 illustrates the comparative analysis, which shows significant enhancements achieved by our method, 

especially in attaining greater accuracy and a more balanced performance evaluation. This comparison provides strong 

support for the progress of our research, highlighting the effectiveness and originality of our approach compared to previous 

studies.  Compared to existing models in the literature, the comparative analysis of the proposed GRU+CNN model 

underscores its superior performance in detecting phishing URLs.  

 

Table 4: Comparative performance analysis with existing work 

 

Reference Model  Accuracy 

Ariyadasa et. al [24] LSTM+CNN 98.34% 

Shaukat et.  al [25] Linear SVC 98.9% 

Choudhury et. al [26] XGBoost 96.9% 

Adebowale et. al  [27] CNN 92.5% 

Proposed Model GRU+CNN 99.0% 

 

The table illustrates that the GRU+CNN model achieves an accuracy of 99.0%, surpassing the accuracy rates of several 

notable models. For example, Shaukat et al. [25] reported an accuracy of 98.9% with a Linear SVC model, while Ariyadasa 



 

 

 
 

et al. [24] achieved 98.34% with an LSTM+CNN architecture. Although these models demonstrate commendable 

performance, they do not match the accuracy attained by the proposed model. 

 

Furthermore, Choudhury et al. [26] found that their XGBoost model recorded an accuracy of 96.9%, and Adebowale et al. 

[27] reported 92.5% for their CNN approach. These figures indicate that while various advanced models have been explored 

in fault detection, none match the efficacy of the GRU+CNN hybrid framework. The improved accuracy of the proposed 

model suggests a significant advancement in the ability to reliably detect machinery faults, making it a valuable 

contribution to predictive maintenance. This enhanced performance is likely attributable to the synergistic integration of 

GRU and CNN, which effectively captures temporal features. 

 

VII. CONCLUSION 

The majority of cyberattacks in cyberspace today use phishing messages, which are becoming more prevalent. While most 

researchers provide sophisticated techniques to reduce the frequency of these assaults, more work has to be done. This 

paper introduces a cutting-edge hybrid model that integrates the strengths of CNN and GRU for phishing URL detection. 

By combining CNN’s ability to extract complicated features from URL structures with GRU’s capacity to capture 

sequential dependencies, our model shows a slight understanding of the patterns that differentiate phishing URLs from 

legitimate ones. The integration of these two architectures, along with the use of pre-trained embeddings, results in a 

comprehensive feature extraction process that improves detection accuracy and robustness. The model addresses the 

limitations of individual approaches and demonstrates high efficiency in handling large-scale URL datasets. The outcomes 

suggest that this hybrid architecture significantly advances phishing detection methodologies, providing a scalable and 

reliable solution in the evolving landscape of cybersecurity. Future research could fine-tune the model's components and 

examine cross-domain adaptability to strengthen its applicability. 
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