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Abstract:  

Purpose: These days, network security concerns are becoming more and more important due to the Internet's quick devel-

opment. The goal of this article is to enhance the feature extraction and classification accuracy of network intrusion detec-

tion models by addressing the issues of low classification accuracy and weak generalization ability of current models in 

the field. Methods: A deep learning network intrusion detection model and an LSTM model based on convolutional neural 

networks (CNN) and weight dropout, abbreviated as AWD-CNN-LSTM, are creatively proposed. This model effectively 

extracts nonlinear features from the dataset using CNN, and temporal features from the dataset using LSTM. To alleviate 

overfitting caused by data imbalance, GP-GAN is introduced to oversample rare types of data, further enhancing the mod-

el's generalization ability. The proposed intrusion detection model was experimentally tested on the NSL-KDD dataset. 

Results: The experimental results showed that the proposed method has better accuracy compared to traditional machine 

learning methods such as SVM and K-Means, as well as deep learning methods such as convolutional neural networks, 

regardless of whether it is related to random forests.  

Conclusion: The improved accuracy and F1 score performance suggest that the IDS model suggested in this article has 

some practical value and can be used to enhance network security protection capabilities through network intrusion detec-

tion. 

Keywords: Network Security, AWD-CNN-LSTM， GP-GAN, Deep Learning, Intrusion Detection Systems 

Introduction 

The significance of network security has grown with the quick development of cutting-edge technologies like 

network technology and digitization. How to accurately identify various network attack behaviors has become a research 

hotspot in the field of network security. Existing firewalls Network security devices such as WAF are no longer able to 

meet the increasingly severe demands of network security situations, and intrusion detection technology is becoming in-

creasingly widely used and its role is becoming more and more important. At present, intrusion detection technology is 

constantly evolving based on various technological means (such as deep learning), and it is necessary to develop better 

defense measures or algorithms for different network attacks to cope with current network attacks.  

Intrusion detection system(IDS) can create an effective defense barrier in the network system, which can be used 

to automatically detect and classify intrusion, attack, or violation of security policy in time on the Internet and its internal 

network. IDS can autonomously monitor and extract features from network traffic data, effectively detecting hidden attack 

and unauthorized behavior in network traffic data. It is a tool with active defense technology in the field of network security. 

Denning[1], The IDS model was first established by others in 1986, which can preliminarily identify abnormal behavior in 

network environment systems. In addition, traditional machine learning algorithms are widely used in IDS, Serinelli[2], the 

team established a Support Vector Machine (SVM) model and used it to classify zombie program viruses. Elbasiony [3], A 

hybrid network intrusion detection model combining random forest and weighted K-Means was proposed by others, which 

effectively identifies and alerts illegal intrusions in network systems. Shubair [4]el, a flow-based intrusion detection algo-

rithm was proposed by others, which uses the least squares method to reduce errors and uses the KNN algorithm to select 

the best matching class, achieving good results. However, with the development of deep learning technology, the scale of 

Internet traffic continues to grow, network data and traffic become multidimensional, and network intrusion becomes more 

complex, which makes the network IDS applied in the field of machine learning appear in the complex network environ-
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Unlike shallow machine learning algorithms, deep learning techniques can effectively handle the complex rela-

tionships between high-dimensional network traffic data, without the need for human intervention, and can uncover the 

inherent connections between data, especially in data dimensionality reduction and classification tasks, with significant 

advantages. Anlin et al[5], the fusion of convolutional neural network (CNN) and gated recurrent unit (GRU) are applied in 

intrusion detection models to fuse network data features and extract temporal information features, effectively distinguish-

ing network attack types. Chouikha et al[6] established an intrusion detection model based on bidirectional LSTM, which 

can extract temporal and spatial features from data. The extracted forward and reverse sequence features are fused, and 

then the fused features are distinguished and classified. After comparative verification, the classification performance of 

network data labels is significantly improved. Tao[7] compared to other machine learning models, time convolutional neural 

networks (TCN) have higher accuracy and lower false alarm rates in extracting temporal information and learning text 

sequence features when applied to the task of detecting time series information. 

The above is the current research status in the field of network intrusion detection. It can be seen that the use of 

deep learning technology in network intrusion detection systems is far more effective than traditional machine learning 

algorithms[8]. Deep learning technology has many advantages, but there are still many problems in deep learning research[9], 

such as:  

(1) the existing IDS model has a single feature extraction, and CNN-based network intrusion detection systems 

have significant effects[10]. However, this model cannot mine the long-distance relationship between features, The network 

attacks in IDS require high requirements for temporal and spatial feature mining, so it is necessary to consider the long-

range or spatial dependency relationship between features. 

(2)  Data sparsity. In IDS, high-dimensional data is used, and certain features in the data may affect the final 

experimental results. Extracting the best data features from high-dimensional data directly determines the quality of the 

IDS model. 

(3) Data imbalance, which means that the traffic data of malicious attacks is usually much lower than normal 

traffic data, and models trained with this data will lead to severe bias and fail to achieve good prediction results. 

In response to the problem of data sparsity mentioned above, this paper uses the Principal Component Analysis 

(PCA) algorithm to extract the main features of the data while reducing the data dimension, to improve the training speed 

and prediction accuracy of the model. For the problem of single-feature extraction in existing IDS models, this paper 

creatively proposes the AWD-CNN-LSTM model, which combines the advantages of CNN and LSTM networks and has 

a significant effect in extracting long-term dependencies between spatial features and long-range temporal features. In 

response to the problem of data imbalance, this article uses an adversarial network based on a gradient penalty algorithm 

(GP-GAN) to help maintain a balance between abnormal traffic and real traffic, thus solving the gradient problem in IDS 

model training. 

2. Related Work 

2.1 GP-GAN Model 

Strong machine learning models called Generative Adversarial Networks (GANs) are frequently used to produce 

fictitious and fake data to balance abnormal and real data.[11], GAN transforms generative modeling into a game between 

two networks, and its network structure is shown in Figure 1. 
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                    Figure 1 GP-GAN model framework diagram 

 

Among them, Generator(G) uses random noise output to generate samples, while Discriminator (D) mainly dis-

tinguishes between real samples and generated samples[12]. The objective function of GAN is based on the mutual game 

between the generator and discriminator, and the formula for the objective function is as follows: 

 

min
𝐺

max
𝐷

𝑉(𝐷, 𝐺) = 𝐸𝑠~𝑃𝑟
[log 𝐷(𝑥)] + 𝐸�̃�~𝑃𝑔

[log(1 − 𝐷(�̃�))] 

 

In formula (1), 𝐺(𝑧) maps the noisy data vector to the data space of the generated samples, �̃� = 𝐺(𝑧). 𝑃𝑟  repre-

sents the true distribution of data, 𝑃𝑔 represents the distribution of generated data, 𝑧~𝑃𝑧 represents the distribution of 

random noise or Gaussian noise. We assume that the probability of sample s being a true sample is represented by 𝐷(𝑠). 

The function of a discriminator is to distinguish between generated samples and real samples. It will try to increase the 

value of 𝐷(𝑠) and reduce the value of 𝐷(�̃�) as much as possible, so that the objective function reaches the global optimal 

solution, which satisfies the condition of 𝑃𝑔 = 𝑃𝑟 . Due to the use of adversarial training methods in GAN, the discriminative 

results of the discriminator directly affect the training effectiveness of the generator, resulting in unstable training and 

vanishing gradients in GAN. 

Based on the above issues, this article uses the Adversarial Network with the Gradient Penalty Algorithm (GP-

GAN), GP-GAN satisfies the Lipschitz continuity condition by adding a gradient penalty term to the loss function[13]. After 

satisfying the LC condition, it can effectively constrain the rate of change of the function, ensuring that it does not grow 

indefinitely. This can effectively improve the training stability of GAN and ensure the quality of the generated data. The 

following formulas 2 and 3 represent the loss functions of the generator and discriminator, respectively: 

𝐿𝐺 = −𝐸�̃�~𝑃𝑔
[𝐷(�̃�)] (1) 

𝐿𝐷 = 𝐸�̃�~𝑃𝑔
[𝐷(�̃�)] − 𝐸�̃�~𝑃𝑔

[𝐷(�̃�)] + 𝜆𝐸�̂�~𝑃�̂�
[(‖∇�̂�𝐷(�̂�)‖2 − 1)2](2) 

In the formula, 𝑃�̂� represents uniform sampling along a straight line between the two points of the real sample 

and the generated sample, which is represented by the following formula: 

�̂� = 휀𝑠 + (1 − 휀)�̃�     𝑠 ∈ 𝑃𝑟  , �̃�  ∈  𝑃𝑔  , 휀 ∈ 𝑈[0,1](3) 

GAN first inputs random noise into the generator to obtain the generated samples, then passes the generated 

samples and real samples to the discriminator to obtain the recognition results[14]. Finally, using formulas 2 and 3 to calcu-

late the loss value and perform backpropagation, iterating continuously until the model converges, obtaining high-quality 
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2.2  PCA Algorithm 

In response to the problems of data redundancy and feature extraction in IDS, this article adopts principal com-

ponent analysis (PCA) algorithm. PCA is a commonly used dimensionality reduction method in machine learning, widely 

used in data analysis and feature extraction, The presence of missing data or redundant fields in IDS data often affects the 

training and reliability of the model. The working method of PCA is to map high-dimensional data to low-dimensional 

space representations through linear projection. To achieve the goal of preserving sample variance while reducing the 

original data dimension, multiple highly correlated variables are transformed into independent or uncorrelated variables. 

Assuming there are 𝑚 samples in the original dataset, use 𝑥1, 𝑥2, … , 𝑥𝑚， There are 𝑛 features in each sample 

space. If you want to extract the main features or components from the dataset, use 𝑛′   (𝑛′ < 𝑛) to represent them. The 

main calculation process is as follows: 

(1) Firstly, we need to standardize the original data. 

𝑀𝑖𝑗 =
𝑥𝑖𝑗 − �̅�𝑗

𝑠𝑗
  , 𝑖 = 1,2, … , 𝑚; 𝑗 = 1,2, … , 𝑛 

Wherein �̅�𝑗 =
∑ 𝑥𝑖𝑗

𝑚
𝑖=1

𝑚
，𝑠𝑗 = √

∑ (𝑥𝑖𝑗−�̅�𝑗)2𝑚
𝑖=1

𝑚−1
 

(2) Calculate the correlation coefficient matrix 

𝑅 =
𝑀𝑇𝑀

𝑚 − 1
 

 

(3) Assuming 𝜆1, 𝜆2, … , 𝜆𝑛 are the correlation coefficients and are the eigenvalues of matrix R. Calculate the 

eigenvectors of the corresponding units as follows: 

𝑎1 = [

𝑎11

𝑎21

…
𝑎𝑛1

] , 𝑎2 = [

𝑎12

𝑎22

…
𝑎𝑛2

] , … , 𝑎𝑛 = [

𝑎1𝑛

𝑎2𝑛

…
𝑎𝑛𝑛

]    

(4) Calculate principal components 

𝑡𝑖 = 𝑎1𝑖𝑀1 + 𝑎2𝑖𝑀2 + ⋯ + 𝑎𝑛𝑖𝑀𝑛 , 𝑖 = 1,2, … , 𝑛′ 
Finally, 𝑛′ principal components are used as new data vectors to replace the original data. PCA algorithm is used 

for feature dimensionality reduction and effective feature extraction, which can maximize the removal of unimportant 

features, reduce data redundancy, and ensure the effectiveness of the trained IDS model. 

 

2.3 CNN-LSTM Network Model 

 Due to the characteristics of its system, IDS models require long-term dependencies between extracting spatial 

features and long-range temporal features[15]. LSTM can effectively solve problems such as vanishing or exploding gradi-

ents during long sequence training, and its training effectiveness can be effectively improved as the sequence length in-

creases. The model structure of LSTM includes three gates, namely input gate, forget gate, and output gate[16]. The working 

principles of these three gates are similar, but their working modes are completely different. The input gate determines 

which node states to add new information to, the forget gate determines which information node states need to lose, and 

the output gate determines which information the current state needs to output. In addition, it also includes a memory unit 

used to maintain long-term connections between features. The following figure shows a part of the network structure of 

LSTM, where 𝑡𝑎𝑛ℎ represents the hyperbolic tangent function, The gates in the LSTM structure are composed of dot 

products and sigmoid functions[17], The output range of 𝑠𝑖𝑔𝑚𝑜𝑑 is from 0 to 1,1, indicating the release of all data, 0 indi-

cating no data flow, and the output range corresponds to the proportion of data flow passing through the node. Auth
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Figure 2 LSTM model framework diagram 

Because of its excellent performance in maintaining temporal correlation features, LSTM has been widely applied in 

the field of deep learning. However, its drawback is that the model suffers from severe spatial data redundancy during the 

computation process. Because LSTM uses fully connected input to state and state to state transitions without compressing 

and encoding the spatial data, it extracts too much complex data. To solve this problem, this article innovatively uses the 

CNN-LSTM network for IDS feature modeling[18]. Taking the input gate as an example, the following are the calculation 

formulas for LSTM and the innovative CNN-LSTM: 

𝑖𝑡 =  𝜎(𝑊𝑥𝑖𝑥𝑡 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑊𝑐𝑖 ○ 𝐶𝑡−1 + 𝑏𝑖) 

𝑖𝑡(𝐶𝑜𝑣) =  𝜎(𝑊𝑥𝑖 ∗ 𝑋𝑡 + 𝑊ℎ𝑖 ∗ 𝐻𝑡−1 + 𝑊𝑐𝑖 ○ 𝐶𝑡−1 + 𝑏𝑖) 
CNN-LSTM incorporates convolution operations in the calculation process of input and output states, to compress 

redundant space in the data and extract high-quality data[19]. The optimized model combines convolution with LSTM depth, 

achieving significant results in extracting spatial features of the data. 

In addition, because most of the data in IDS is network traffic data, which has special characteristics, this article 

adjusts the CNN and LSTM structures to adapt to the actual use of IDS, and innovatively proposes a weight adjustment 

mechanism called CNN-LSTM. The AWD-CNN-LSTM model is a CNN-LSTM neural network that uses weight adjust-

ment techniques to regularize[20]. Its principle is to replace the 𝑊ℎ𝑖 ∗ 𝐻𝑡−1 in formula (3) with (𝑅𝑡 ○ 𝑊ℎ𝑖) ∗ 𝐻𝑡−1, 

introduce dynamic sparsity in the weight matrix 𝑊ℎ𝑖, so that the connections between each node are set to zero with a 

probability of 1 − 𝑝. During the IDS model training phase, the AWD-CNNLSTM network is applied to adjust the weight 

matrix W between hidden layers to prevent overfitting, which can improve the performance of the model applied to network 

traffic datasets. The following is the calculation formula for AWD-CNN-LSTM: 

𝑖𝑡(𝐴𝑤−𝑐𝑜𝑣) =  𝜎(𝑊𝑥𝑖 ∗ 𝑋𝑡 + (𝑅𝑖𝑡 ○ 𝑊ℎ𝑖) ∗ 𝐻𝑡−1 + 𝑊𝑐𝑖 ○ 𝐶𝑡−1 + 𝑏𝑖) 

𝑓𝑡 =  𝜎(𝑊𝑥𝑓 ∗ 𝑋𝑡 + (𝑅𝑓𝑡 ○ 𝑊ℎ𝑓) ∗ 𝐻𝑡−1 + 𝑊𝑐𝑓 ○ 𝐶𝑡−1 + 𝑏𝑓) 

𝑜𝑡 =  𝜎(𝑊𝑥𝑖 ∗ 𝑋𝑡 + (𝑅𝑓𝑡 ○ 𝑊ℎ𝑖) ∗ 𝐻𝑡−1 + 𝑊𝑐𝑜 ○ 𝐶𝑡−1 + 𝑏𝑜) 

𝐶𝑡 =  𝑓𝑡 ○ 𝐶𝑡−1 + 𝑖𝑡 ○ tanh (𝑊𝑥𝑐 ∗ 𝑥𝑡(𝑅𝑐𝑡 ○ 𝑊ℎ𝑐) ∗ 𝐻𝑡−1 + 𝑏𝑐) 

𝐻𝑡 = 𝑜𝑡 ○ tanh (𝐶𝑡) 
In the above calculation formula, 𝑖𝑡 represents the input gate in the network, 𝑓𝑡  represents the forget gate, 𝑜𝑡 repre-

sents the output gate, 𝐶𝑡 represents the memory cell unit, 𝐻𝑡 represents hidden state, * represents convolutional operation, 

and ○ represents product of Ada codes, 𝑅 is a binary mask matrix. 

3. Methodology 

        The IDS model integrates convolutional neural networks and LSTM, and uses a GP-GAN network to balance abnor-

mal and normal traffic during training. In response to the data redundancy and feature extraction problems in IDS, this 

paper uses principal component analysis (PCA) algorithm[21]. The following algorithm not only solves the problem of IDS 

data imbalance, but also avoids data redundancy, extracts effective features from the dataset, and improves the network 

feature expression ability. The traditional IDS model mainly analyzes and extracts intrusion patterns and attack features, 

and constructs rule libraries, template libraries, etc., resulting in low detection accuracy and weak generalization ability of Auth
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existing IDS models. Therefore, it is necessary to combine optimized deep-learning techniques to improve the accuracy of 

IDS model recognition and classification[22]. The overall framework diagram of IDS in this article is shown in Figure 3. 

The entire framework mainly includes four parts. 

(1) Data preprocessing 

Firstly, convert the character features of the original dataset into numerical features, and then normalize all features to 

balance the weight of each feature in the data, to accelerate the speed of gradient descent to find the optimal solution. 

(2) GP-GAN abnormal data oversampling 

After data preprocessing in step (1), the training set is divided into rare anomaly type data and other types of data. We 

use rare anomaly type data as network input and use GP-GAN to generate high-quality data to obtain oversampled data. 

This process can balance the proportion of abnormal data and normal data. 

(3) PCA data dimensionality reduction 

Combining GP-GAN processed data with other types of data as a new training set, the test set and the new training set 

are reduced in data dimension using PCA dimensionality reduction algorithm, and effective features are extracted to reduce 

redundant data and improve training efficiency. 

(4) Train and test the AWD-CNN-LSTM model 

The PCA dimensionality reduced data is used as input for the AWD-CNN-LSTM model, and after iterative training and 

adjusting relevant parameters until the model converges, it can be used for IDS model traffic classification, accurate clas-

sification and localization of intrusion data types. 

 

 
Figure 3 Methodology flowchart 

4. Experiment and Analysis. 

 To evaluate the performance of the improved model proposed in this article, accuracy, precision, recall, and F1 

value were selected as the evaluation indicators of the model. Accuracy represents the proportion of correct judgments on 

the entire sample, Precision represents the proportion of correctly predicted data with true values, Recall refers to predicting 

the correct proportion among all data with correct true values. The F1 indicator combines the results of Precision and 

Recall, with a range of 0-1 indicating the best output of the model. Table 1 represents the confusion matrix. 
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Table 1 Confusion matrix 

Predictive La-

bels 

Authentic Labels 

Positive Negative 

Positive TP FN 

Negative FP TN 

 

TP represents the number of correctly classified positive samples, FP represents the number of misclassified positive 

samples, TN represents the number of correctly classified negative samples, FN represents the number of misclassified 

negative samples. The definition of confusion matrix can lead to Accuracy The calculation formulas for Precision, Recall, 

and F1 are: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝐹1 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

The experimental environment was developed using the Win11 operating system environment, and the detailed 

experimental environment is shown in Table 2. 

 

Table 2 Table of Experimental Environment Configuration 

Experimental Environment Specific Configuration 

Operating System Windows11 64bit 

CPU 12th Gen Intel(R) Core(TM) i5-12450H   2.50 GHz 

GPU Intel(R) UHD Graphics 

Memory 32GB 

Hard Disk 1TB 

Development Framework PyTorch1.8.1 

Development Language Python 3.9.8 

 

This article used the NSL-KDD dataset to validate the effectiveness of the newly proposed IDS model[23], which is 

widely used and evaluated as the KDD99 dataset in the IDS field, NSL-KDD is an improved version of KDD99, The NSL-

KDD dataset has been widely used in the field of IDS for evaluation. This dataset includes two parts: the training set 

(KDDTrain+) and the testing set (KDDTest+)[24], and the proportions of the two parts are similar. Researchers do not need 

to verify the partition of the dataset. In addition, the NSL-KDD dataset does not contain redundant records, and each data 

in the testing set has uniqueness, making the classification and validation results of NSL-KDD convincing. Table 3 shows 

the distribution of the NSL-KDD dataset[25]. 

 

Table 3 Distribution Table of NSL-KDD Dataset 

Dataset Type Number Proportion 

KDDTrain+ 
Normal 67343 53% 

Dos 45927 37% Auth
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Probe 11656 9.11% 

U2R 52 0.04% 

R2L 995 0.85% 

KDDTest+ 

Normal 9711 43% 

Dos 7458 33% 

Probe 2421 11% 

U2R 200 0.9% 

R2L 2754 12.1% 

 

Each data in NSL-KDD contains 1 label and 41 features, with a total of 38 numerical features and 3 character 

features. The types of labels include normal traffic (Normal), denial of service (Dos) attacks, probe attacks, user to root 

(U2R) attacks, and remote to local attacks (R2L). 

4.1 Data Preprocessing 

 Each data in the NSL-KDD dataset consists of a total of 41 features, of which 3 are character based features and 

38 are numerical based features. Before model training, data preprocessing is a crucial step in the experimental process to 

ensure the accuracy of training and results. The data preprocessing method for this experiment is as follows: 

(1) Using One hot encoding to numerically transform character features, the 41 features in the original dataset are 

mapped to 123 features. 

(2) Data normalization, in order to balance the contribution of each feature, this paper uses Min Max normalization 

to map the features to the range of 0-1, The Min Max calculation formula is as follows: 

𝑥∗ =
𝑥 − 𝑚𝑖𝑛

𝑚𝑎𝑥 − 𝑚𝑖𝑛
 

Where 𝑚𝑎𝑥 is the maximum value of the data, 𝑚𝑖𝑛 is the minimum value of the data, 𝑥 is the input data, 𝑥∗ 

represents the normalized data. 

(3) Label processing, using One hot encoding to convert 5 types of labels (Normal Maps Dos, Probe, U2R, R2L) 

to 0-4 to prepare for subsequent calculations. 

4.2 PCA Data Dimensionality Reduction 

 There is significant data redundancy in the IDS features, which not only lowers the process's learning efficiency 

but also has an impact on training accuracy. Therefore, dimensionality reduction of high-dimensional data is also an im-

portant step in the experiment. The experiment uses PCA algorithm to reduce the dimensionality of preprocessed data, and 

analyzes each principal component after transformation to determine the dimensionality reduction coefficient. 

 Firstly, let's assume {𝜆1, 𝜆2, … , 𝜆𝑛} are the eigenvalues of the correlation coefficient matrix R, then the formula 

for calculating the variance contribution rate of the k-th principal component is: 

𝐶𝑖 =
𝜆𝑘

∑ 𝜆𝑖
𝑛
𝑖=1

   𝑖 ∈ {1,2, … , 𝑛} 

 The formula for calculating the cumulative variance contribution rate is: 

𝑆𝑢𝑚𝐶𝑘
=

∑ 𝜆𝑘
𝑘
𝑖=1

∑ 𝜆𝑖
𝑛
𝑖=1

  𝑘 ∈ {1,2, … , 𝑛} 

 As shown in figure 4 below, the 𝑆𝑢𝑚𝐶𝑘
 curve graph is drawn for the 124 dimensional features of the NSL-KDD 

training set (KDDTrain+dataset) after data preprocessing. From the graph, it can be seen that the first 80 principal compo-

nents retain more than 99% of the effective information, so this article sets the dimensionality reduction dimension to 80. Auth
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Figure 4 Cumulative interpretable variance contribution curve 

 

The principle of GAN is to generate the optimal solution through the game process between the generator and 

discriminator. Therefore, the network structure of the generator and discriminator should be balanced. The specific model 

structure of the GP-GAN implemented in this article is shown in the following figure. The number of input layer nodes for 

the generator is 80. The number of nodes in the four hidden layers of the generator is 128, 256, 512, and 1024, respectively. 

The activation function for each hidden layer is ReLU. The number of nodes in the output layer of the generator and the 

input layer of the discriminator is set to feature number 124 of the NSL-KDD dataset after data preprocessing, and the 

activation function is Tanh. The discriminator consists of two hidden layers, with a node count of 512 and 256, respectively. 

Since GAN only needs to determine whether the data is true or false, the output layer of the discriminator only needs one 

node. 

 
Figure 5 GP-GAN model framework diagram 

In the process of neural networks, the low quality of generated samples may be caused by their characteristics, but 

the training of GANs is often accompanied by special training algorithms. Excellent algorithms can achieve approximate 

synchronization between the generator and discriminator by controlling the number of alternating training times to avoid 

problems such as gradient vanishing or pattern collapse. The following are the key training steps for GP-GAN. 

𝐼𝑛𝑝𝑢𝑡: 𝜆, 𝛼, 𝛽1 , 𝛽2, 𝑛 

𝑂𝑢𝑡𝑝𝑢𝑡: 𝜔, 𝛿 

1. While 𝛿 has not converged do; 

2. For t = 1,2, … , n do 

3. For i = 1, … , m do 

4. 𝑆𝑎𝑚𝑝𝑙𝑒 𝑥~𝑃𝑟  , 𝑧~𝑃𝑧 , 휀~(0,1) 

5. �̃�  ←  𝐺𝜃(𝑧) 

6. �̂� ← (1 − 휀)�̃� Auth
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7. 𝐿𝐷
𝑖 ←  𝐷𝑤(�̃�) − 𝐷𝑤(𝑥) + 𝜆(‖∇𝑥𝐷𝑤(�̂�)‖2 − 1)2 

8. 𝐸𝑛𝑑 𝑓𝑜𝑟; 

9. 𝑤 ← 𝐴𝑑𝑎𝑚(∇𝜔
1

𝑚
∑ 𝐿𝐷

𝑖 , 𝛼, 𝛽1, 𝛽2
𝑖=𝑚
𝑖=1 ) 

10. 𝐸𝑛𝑑 𝑓𝑜𝑟; 

11. 𝑆𝑎𝑚𝑝𝑙𝑒 {𝑧(𝑖)}
𝑖=1

𝑖=𝑚
~ 𝑃𝑧 

12. 𝛿 ← 𝐴𝑑𝑎𝑚(∇𝛿
1

𝑚
∑ ﹣𝐷𝜔(𝐺𝛿(𝑧), 𝛿, 𝛼, 𝛽1, 𝛽2)𝑖=𝑚

𝑖=1 ) 

13. 𝐸𝑛𝑑 𝑤ℎ𝑖𝑙𝑒; 

The following is a description of the parameters used in the above training process, as well as the parameter settings. 

Please refer to Table 4 for details. 

 

Table 4 GP-GAN training model parameter configuration table 

Parameter Description Settings 

𝜔 Discriminator parameters Output Value 

𝛿 Generator parameters Output Value 

𝛼 Learning rate 0.001 

𝛽1, 𝛽2 Optimizer parameters 0.5/0.9 

𝜆 Gradient penalty coefficient 10 

 

Train GP-GAN using the above algorithm until the model converges. In response to the issue of imbalanced NSL-

KDD dataset, this article focuses on the two attack types (R2L) with the lowest proportion in the KDDTrain+training set, 

U2R generates high-quality samples, and the data distribution before and after oversampling is shown in Table 5. 

 

Table 5 KDDTrain+data distribution table before and after oversampling using GP-GAN 

Type Number before oversampling Number after oversampling 

Normal 67343 67343 

Dos 45927 45927 

Probe 11656 11656 

U2R 52 10052 

R2L 995 10995 

 

In the previous section, the data preprocessing module has been discussed, which converts the character-based fea-

tures of the original dataset into numerical features and uses the GP-GAN network to balance the proportion of abnormal 

data and normal data. In the following section, the AWD-CNN-LSTM model will be introduced in detail. The following 

diagram shows the structure of the AWD-CNN-LSTM model. 
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Figure 6 AWD-CNN-LSTM model framework diagram 

After data preprocessing, the original data is converted from character type to numerical type, and the spatial rep-

resentation of each data is 1 * 122. After dimensionality reduction using PCA algorithm, the spatial representation of each 

data is 1 * 100. Next, according to the network structure of AWD-CNN-LSTM, the 1 * 100 dimension must be mapped to 

2 * 2 * 5 * 5 data dimensions to extract features from it. 

As shown in Figure 6, in the neural network layer section, it is necessary to reduce data redundancy and effectively 

extract high-quality spatial features. Therefore, this paper sets up four layers of AWD-CNN-LSTM to extract spatial fea-

tures from high-dimensional data. By inputting the state of LSTM nodes and adding convolutional computation to the full 

connections between each node state, high-quality data features are extracted. 

After the above processing, high-quality data space features have been extracted, and the next step is to classify the 

traffic data. Flatten the extracted spatial features and input them into three fully connected layers for traffic classification. 

In order to improve training efficiency and prevent overfitting, the fully connected layer activation function is set to BN 

and RELU. Since the NSL-KDD dataset has 5 types of labels, the number of output nodes in the final fully connected layer 

is set to 5. 

4.3 Experiment Results  

 Train WGAN-GP and GAN separately and generate data. Among them, The parameters used by WGAN-GP have 

been given in the previous text, The dimension and learning rate of the random noise vector used by GAN are consistent 

with those of GP-GAN, with values of 100 and 0.001, respectively. This article uses root mean square error (RMSE) to 

measure the degree of fit between generated samples and real samples. The convergence curves of GP-GAN and GAN 

training are shown in Figure 7. 

 
Figure 7 Comparison chart of convergence curves between GAN and GP-GAN Auth
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It can be seen from the graph that firstly, the convergence curve of GP-GAN is smoother compared to that of GAN, 

without significant oscillations. In addition, the convergence curve trends of the two models are roughly the same, reaching 

a convergence state in about the 90th iteration. After convergence, the root mean square difference of GP-GAN is signifi-

cantly smaller than that of GAN, indicating that the fitting degree of the generated data of GP-GAN is higher than that of 

GAN. The reason for the above experimental results is that the GP-GAN network has added a gradient penalty term to 

avoid gradient disappearance. This condition can effectively limit the growth rate of the function, make the training of the 

model more stable, and improve the quality of generated data. 

Due to the severe imbalance of IDS data, it can lead to model bias and ultimately result in suboptimal training 

performance of the IDS model. This article adds a weight adjustment mechanism to the CNN-LSTM model to make it 

more suitable for recognizing IDS data. The AWD-CNN-LSTM models used are listed in Table 6. Now, the same optimizer 

and learning rate are used for CNN-LSTM, and the two models are applied to the NSL-KDD dataset. The experimental 

results are shown in Table 6. It can be concluded that AWD-CNN-LSTM has advantages in accuracy, and recall The F1 

score outperforms CNN-LSTM in all three important indicators, indicating that the improved AWD-CNN-LSTM model is 

effective. 

Table 6 Comparison table of experimental results before and after CNN-LSTM improvement 

Model Accuracy Precision F1-Score 

CNN-LSTM 0.687 0.709 0.759 

AWD-CNN-LSTM 0.712 0.863 0.780 

 

To verify the performance of the AWD-CNN-LSTM model, this paper compares deep learning and some machine 

learning algorithms. Reference [] applied traditional machine learning algorithms to IDS and conducted simulation tests 

on the NSL-KDD dataset. The RF The experimental results of SVM and KNN algorithms are part of the comparative 

experiment in this article. Reference [] preprocessed the dataset and inputted it into a hybrid model of MSCNN and LSTM, 

and achieved excellent results in the experiment. Reference [] uses stacked denoising autoencoder (SDAE) to learn the 

features of the dataset and input them into ELM to obtain classification results. Reference [] applies CNN to IDS and 

achieves the goal of improving detection accuracy through cross-entropy loss function. Reference [] proposes a network 

intrusion detection model that integrates bidirectional gated recurrent unit (CNN-BIGRU) and attention mechanism to 

improve the feature extraction ability and classification accuracy of network IDS. The performance comparison of machine 

learning, deep learning algorithms, and the newly proposed AWD-CNN-LSTM model before oversampling is shown in 

Figure 8 and 9. 

 
Figure 8 Comparison chart of experimental results of various algorithms 
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Figure 9 Comparison chart of detection efficiency of various algorithms 

It can be seen from Figure 8 that from the accuracy In terms of F1 evaluation value and other aspects, SVM algo-

rithm has the best performance among traditional machine learning algorithms, while SDAE-ELM, The performance of 

deep learning models such as Attention CNN BiGRU is superior to machine learning algorithms, demonstrating the supe-

riority of deep learning models in the field of intrusion detection. In this paper, the newly proposed model in Accuracy, 

The F1 Score and Precision evaluation values are superior to other deep learning models, reflecting the powerful perfor-

mance of AWD-CNN-LSTM in extracting spatial features from data. From the performance analysis of detection effi-

ciency, the newly proposed model (AWD-CNN-LSTM) in this article is relatively close to other machine learning algo-

rithms in detection efficiency and has the highest efficiency in detection time compared to other deep learning models. 

Based on the above analysis, the performance of the model in this article is the best. 

In addition, to verify the effectiveness of the oversampling (GP-GAN) method, this paper uses the AWD-CNN-

LSTM model before and after oversampling and the NSL-KDD dataset as a comparative experiment to demonstrate the 

improvement of oversampling operation on the performance of the IDS model. As mentioned earlier, U2R and R2L are 

the two least abnormal data types, so the oversampled traffic data types in this article are U2R and R2L. To demonstrate 

the effectiveness of the oversampling method provided in this article, Table 7 shows U2R The growth of various evaluation 

indicators of R2L and population samples before and after oversampling. 

 

Table 7 Comparison table of experimental results before and after oversampling 

Type 

Evaluating Indicator 

Precision Recall F1-Score 

R2L 

Before Oversampling 0.023 0.015 0.027 

After Oversampling 0.168 0.165 0.164 

Growth Rate 0.145 0.150 0.137 

U2R 

Before Oversampling 0.668 0.153 0.234 

After Oversampling 0.806 0.232 0.358 

Growth Rate 0.148 0.079 0.124 

Overall 

Before Oversampling 0.789 0.781 0.790 

After Oversampling 0.812 0.795 0.850 

Growth Rate 0.023 0.014 0.09 

 

From Table 7, it is evident that the extremely imbalanced distribution of the NSL-KDD dataset results in the model 

being insensitive to detecting rare attack types. This article uses GP-GAN to generate rare attack type data, balancing the 

distribution of different types of data and effectively reducing the bias problem of the model. For U2R type detection data, 

its precision, recall The values of F1 Score have increased by 14.8%, 7.9%, and 12.4%, respectively. For the R2L attack 

type, these three indicators have increased by 14.5%, 15%, and 13.7%, respectively. For the overall sample, oversampling 

increased the precision by 2.3% and the recall by 1.4%, F1 score increased by 6%. Auth
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5. Conclusion 

 The CNN-LSTM model was utilized in the field of intrusion detection in this article, and an innovative AWD-

CNN-LSTM was suggested based on the IDS model's properties. Due to the extremely imbalanced distribution of the NSL-

KDD dataset, the model is not sensitive to detecting rare attack types. In this article, GP-GAN is used to generate rare 

attack type data, balancing the distribution of different types of data, and effectively alleviating the detection problem 

caused by imbalanced intrusion detection data. The optimized IDS model presented in this article performs exceptionally 

well and is capable of effectively identifying different types of attacks, as confirmed by experimental verification. The 

following stage involves applying the GP-GAN model to concentrate on producing a specific percentage of rare type data 

to maximize model performance. 
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