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Deprivation of Critical Care systems are a major cause of fatality wo«gR @ ighting@s need for
saving human lives. This study proposes a novel hybrid ensemble model, wh Pates Random Forests,

Gradient Boosting Machines (GBM), and Neural Networks to enhance the predicti%gRccuracy diagnostics. The
methodology combines data pre-processing, feature selection, and ensemble Iearninii ) ing robust and reliable

Abstract

predictions. Comprehensive data pre-processing includes K-Nearest Neighbour, N)Wnputation for missing
i g non-linear feature interactions.

al Information relevant variable
P baseline models, that includes
" ision (97.80%), recall (98.12%),

F1-Score (98 OO%) and ROC AUC (99.12%) furth modelSTobustness. This framework not only
ciency, making it viable for deployment in

1. Introduction

Cardiovascular disease
conditions affecting the heart
arrhythmias, stroke, and other
cholesterol levels, obesi i

orld's most significant cause of mortality which includes
s [1]. These include coronary artery disease, heart failure,
at often stem from risk factors such as hypertension, elevated
d diabetes. Symptoms of CVD are chest pain or pressure, shortness of
of the hands and feet [2]. Lifestyle changes, medications including beta-
ioplasty or bypass operations are the common treatments. It is conventional
 indicators such as involvement in regular vigorous aerobic activities, taking
d even providing maximum coverage to prevent health ailments through
rably help in lowering the r|sk of CVD S0 that it does not affect a large number of

knowled
balanced

bal level [3] [4].

diseases that affects heart and blood vessels dependent on the type of heart condition [5] [6].
ell-known risks factors include hypertension, high levels of cholesterol, increased weight, smoking,

ensive agents, antianginal drugs, statins, anticoagulants; physical therapies and interventions:
lasty, bypass surgery, valve repair. Technological developments including wearable devices for heart
monitoring, and devices used in minimal invasive methods have enhanced the diagnosis and effectiveness in
dealing with the conditions [7] [8]. A basic strategy of controlling CVD is to prevent the risk factors through
routine activities like exercise, good nutrition and regular medical check-up.

One of the key challenges during the early stages is the absence of symptoms, which often delays
diagnosis and treatment. Modern diagnostic techniques and treatments are unavailable or are very rare in low
resource setting therefore resulting in inequality in patient’s prognosis [9] [10]. Most therapies like operations and
prolonged drugs use are expensive, stressing patient’s pockets as well as the healthcare facilities. The modification
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of the non-traditional risk factors such as poor eating habits, inadequate physical activity, smoking are still difficult
to curb because they have several social and behavioural determinants. Further, current diagnostic and treatment
models do not fully capture the differential genetic risk, ethnic or gender risk profiles hence providing less than
optimal care to specific patients [11] [12]. These disadvantages point as to why everyone should have access to
quality health care, better diagnostic methods and optimal form of prevention. Figure 1 shows the types of
cardiovascular disease.

Coronary Artery
Disease (CAD)

Valvular Heart
Diseases

Cardiomyopathjes

CARDIOVASCULAR
DISEASES

Disorders

Hypertensive Heart
Disease

Figur oronary HE€art Disease types

Deep learning models p role in improving the possibilities of diagnostics and the
management of CVDs through jent an of medical information and prognosis of prognosis and treatment
[13][14]. And for statisticg ed from medical imaging like echocardiograms or angiograms the structure

NNs are used for time-series data such as ECGs that is used in identify
ate. Another function of deep learning algorithms is to determine individual’s
R, AMA, and genomic information with subsequent development of patient-
. capable of displaying great promise by automating diagnostics, increasing

signals that a human specialist may miss in some cases, while improving outcomes
sts, these models have used intensively.

an arrhythmia or an ab
probability of CV.

advantage related to the integration of deep learning in CVD management. The models
large, accurate and diverse data for training; however, such data may be very hard to come

ands. In addition, depending on the deep learning enabled tools and ignoring the human intervention may
wrong diagnosis or overlooking of important disease. Early diagnosis of CVD is crucial in mitigating risks,
improving survival rates, and reducing healthcare costs. Traditional models often struggle with achieving a
balance between accuracy and computational efficiency.



1.1 Problem Statement:

Cardiovascular diseases (CVD) often progress silently until severe complications arise. Current
diagnostic methods face significant challenges, including:

Limited access to advanced diagnostic tools in under-resourced healthcare settings.

High economic burden associated with long-term treatments and interventions.

Lack of personalized models addressing genetic, gender, or ethnic-specific risks.

Persistent difficulties in mitigating lifestyle-related risk factors such as malnutrition and physic
inactiveness.

Existing machine learning approaches are often constrained by biases, computational inefficiencies,
suboptimal feature representation. There is a pressing need for a comprehensive solution capable of 4 b
clinical, demographic, and lifestyle variables to predict CVD risks effectively. The proposeq
framework is designed to bridge these gaps, offering a robust and adaptable. To address thes
study introduces the CVD-Robust Ensemble Framework (CVD- REF) an innovative Al-pq

detectlng CVD This paper outlines the methodology, evaluates the model agad
highlights the potential of Al in transforming cardiovascular healthcare.

1.2 Contribution of the research work:

e Innovative Predictive Framework: Introduction of the CVD-Rg %Ie Framework (CVD-REF),
which integrates Random Forests, Gradient Boosting Macl gl' PV]), and Neural Networks using a
stacking approach to enhance predictive capacity for caygiogk J bases (CVD).

e Feature Selection and Optimization: The study e - eature Elimination (RFE) and
Mutual Information techniques to retain the #s, reducing computational overhead
while improving predictive performance

o Holistic Design: The proposed framey
robust detection of CVD across dive
between clinical and lifestyle factors.

e Scalable and Real-World Focused: The fra ork is computationally efficient and designed for

Bss to early diagnostic tools in a variety of healthcare

s overfitting and bias reduction, offering
while capturing complex, non-linear relationships

validated across multiple benchmarks, the framework better
, ensuring its relevance in clinical scenarios.

ned as ftollows: Section 2 provides a summary of related studies in CVD
detectlon hlghllghtmg th els in CVD diagnostics. Section 3 specifics the proposed methodology
8, s¥lection of features, model development, and the implementation of the
(CVD-REF). Section 4 describes the results and discussion, comparing the

y CVDs are a common cause of death through presenting a danger to the mass population. Early
portant since failure to do so results in adverse effects on the patients’ survival rates. Some of the

oordination requires so many variables and that there is usually a large amount of data to process is
le for the healthcare professionals to analyse all the related aspects of a certain patient [16]. In response to
this, the authors of the study put forward a new model that blends deep learning and feature augmentation to assess
a patient’s risk level of CVD. The method that they developed has higher performance than the previous models,
with a precision rate of 90% as compared to 4.4% of the current state-of-art. This advancement came at the right
time because CVDs have become so common, and it may save so many lives because the risk-assessment will not
only be more accurate but also more reliable.

The global prevalence of CVDs brings into a sharp focus; the necessity for improvement on the current
methods of identifying CVDs. Prior work has contributed to this research area but rarely considers potential



problems, such as a data set skewed in favour of one category, which can cause omitted variable bias in prediction
of a case within such a group. The aim of this current study is to fix early diagnosis of coronary diseases, more to
myocardial infarction using machine learning [17]. Closely relating to the issue of data imbalance, the comparison
of seven common classifiers is furthermore discussed, that includes KNN too Among them, for identification
XGBoost it demonstrates the highest results, including accuracy, which is 98.50%, precision — 99.14%, recall —
98.29% and F1 —98.71%. These results, therefore, call for post-processing of deep learning algorithms to improve
diagnostic performance. It presents useful information in enhancing the prediction models in myocardial
infarction, enhancing the approaches to identifying the disease at an early stage and opens a promising possibility
of solving the effectual issues evoked by CVDs.

Heart is an essential component of the human body and improper functioning of the heart may lea
more health |ssues CADisa blood supply disease of the heart muscle due to atheroscler03|s slowly narrow|

interventions can ameliorate or prevent CAD, risk long- term risk assessment is essential. Differe
predict the risk of CAD presented and implemented using SMOTE method data and their
analysed by identifying the accuracy, precision, recall and AUC [18]. These results § :
developments in machine learning as they can improve CAD risk prediction and il instruments
for initial diagnoses and other forms of prevention.

Machine learning (ML) in healthcare settings have increased beca
relationships within large information sets, and help avoid erroneous diagnoses. Thi k aims at training an ML
model to analyse CVDs and equally help minimize fatalities caused by the d'Iiea 19]. To improve the

capacity to identify

classification accuracy the work applies k-modes clustering algorithm with g inMalization. Algorithms
including DT, RF, MP, and XGB tuned using GridSearchCV on Kaggesga e¥elope of 70,000 samples. Data
W 34.28 % (88.47 % with the cross-
Jhowed a high level of AUC and
I5-validation demonstrated higher

split 80:20 and cross validation used. In terms of the best result,
validation) and XGB was 87.02 % (86.97 % with cross-validati
ranged from 0.94 through 0.95. As for the algorlthms MP c

accuracy and, therefore it reveals a significant pote CVDs prediction, 87.28%
CVD acts as a primary cause of dea rates present a difficult question for the
diagnosis of the condition before catastrophic ev8 It is striking to acknowledge that there is a plenty of

these data frequently to find important patterns ML prOWg@lkes a solution by converting medical data into achievable
knowledge enhancing the growth of a decjsion support s
this research is to diagnose heart dise iciently using a deep learning model that built based on Keras with
density neuron network. In experime | trained with the configurations of 3 to 9 hidden layers; each
i the ReLU activation function is used. Census datasets are
investigated utilizing single odels, assessed by metrics such as sensitivity, specificity,
accuracy, and F-measure. Theres eveal that the new deep learning framework works better than single models
and the ensemble techni iagnostic accuracy and reliability on all data sets.

3. Methodology

for early finding of CVD focuses on leveraging advanced machine learning
curacy and reliability. The process begins with comprehensive data preprocessing,
conducted using RFE and Mutual Information to retain only the most significant predictors,
roving computational efficiency. The core of the methodology is the development of the

taset Collection

The CV Disease Dataset, which sourced from Kaggle, provides rich data for modelling and analysis on
CVD [21]. This dataset includes over one hundred thousand instances containing eleven clinical and lifestyle
features along with a binary target factor for the existence of CVD in the patient. Its feature richness and variety
offer a perfect foundation for developing the machine learning models needed to detect precursors of CVDs
timely. The dataset encompasses a broad register of variables crucial for developing cardiovascular risks. These
features include basic demographic data, for example, age and gender, which gives the one-and-a-half million
trend in CVDs among different populations. It includes one clinical parameter including blood pressure, systolic



and diastolic, cholesterol and glucose level which are clinical parameters that are specifically measured because
they are directly associated with the health of heart. Besides, the sample data include lifestyle variables which
portrays strong relationship with cardiovascular health outcome. While the dependent variable, CVD is
categorical, where “1”” symbolizes the existence of CVD and “0” represents the nonexistence of CVD. This simple
division is beneficial for the binary classification problem because it eliminates a need to adjust the measure when
transitioning between training and testing phases of a model. Another strength that can derived from the size and
nature of this dataset is enormous. It has indeed a large database of entries with seven thousand, five hundred
entries; enough to allow model calibration and assurance of validity across diverse populations. The use of both
clinical and lifestyle parameters permit consistent quantization of CVD, thus dealing with purely health-relate
factors as well as behavioural characteristics. Besides, there is almost no preprocessing because it is easy,
determine when a new feature begins and what values it takes in the given context.

3.2 Data Preprocessing

Data pre-processing is therefore an important initial step in training decision engi
analytics. It brings quality, consistency and compatibility of the data to feed the machine leargi

3.2.1. Handling Missing Values: K-Nearest Neighbours (KNN) Imputation

0 be incomplete due to
) Imputation technique

Data that is not available is sometimes approximated from other data th®
errors that may have been made during data collection. K- Nearest Neighbours
employed in order to overcome this issue. This method compares a data set to find QU@ nearest neighbour to a
given instance with the missing values and then fill up the missing values by ug#® the'Xg®an or mode of these

Is in these values with values
h does not compromise the data
est neighbours for imputing the
for instance i, it is calculated as:

X = 22 ' )

eighbours, and w; = is the weight based on

" distance @i,))

est and Neural Networks included. For that purpose, Z-Score
tinuous features on the same scale. This technique involves normalizing
lues scaled by subtracting the mean and then dividing by the standard
iations of one. For instance, the normalised systolic blood pressure values
? of contributing their proportion of the model instead of dominated by features

use distance as their basis like
Normalization used in org
the data such that for e;
deviation to give equal
mean valugs add ith

with larg Ormalization for a feature x is calculated as:
X —
7=k @
o
he the original value, u is the mean of the feature, and o is the standard deviation of the feature.
is tran x such that it has a mean of 0 and a standard deviation of 1.

» Encoding Categorical Variables: One-Hot Encoding

Categorical variables need to encode in order to input to machine-learning-based algorithms. One-Hot
Encoding used in transforming of categorical features into the corresponding numerical form. For instance,
imagine that the data set contains the “Smoking Status™ attribute, which in turn can have values like “Never”,
“Former”, or “Current”: one-hot encoding results in the creation of three binary features. This approach eliminates
ordinal features of label encoding and compatibility with algorithms that consider the existing relations between
features. For a categorical variable with n unique categories, One-Hot Encoding creates n binary columns:



0 = {1 if instance i belongs to category j
Y0 otherwise

3)

Where o;; is the encoded value for instance i and category j. Figure 2 shows the Proposed Model
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Figure 2. Proposed Model
Outlier Detection and Removal: Z-Score Thresholding
When there are extreme values present in the dataset, they can hamper the function of the model and
result in incorrect estimations. In Z-Score Thresholding, the extreme values are located and then eliminated. The

Z-score brings out how many standard deviations a particular data point is either above or below the mean. Values
that lie outside a specified range of Z-score, often 3 or -3, deemed outliers eliminating or handled. For example,
the cholesterol levels prominently higher than population average may detected and corrected in order to enhance
model stability. An outlier x; is identified if its Z-score satisfies the condition:




|z;| > threshold 4)
3.2.5. Feature Engineering and Transformation: Polynomial Feature Generation

Feature engineering usually helps to increase the predictive capabilities of a dataset since new
information effectively points at existing correlations. Polynomial Feature Generation is a form of creating
interaction terms or polynomial of these features. For instance, quadratic or interaction terms like (Age x BMI)
or (Cholesterol?) can created to capture non-linear trends in the data. This method helps to optimize the disclosed
model and strengthens its capacity for realistic patterns detection and providing high predicting precision.
Polynomial feature generation for degree d involves generating terms of the form:

n

xnew,i = 1_[ xjpj (5)

j=1

Where x; are the original features and p; are the powers (with ¥7_; p; < d)

3.3 Feature Selection Using Recursive Feature Elimination (RFE) and Mutug

Feature selection step that deals with choosing the most informativ8
selection, not only makes the computational process faster due to least features, b
learnt is better when compared to the fully-fledged model as the unnecessary features Sg@emoved. The two most
commonly applied feature selection methods are RFE and Mutual Information, wi enOWge to select informative
features. RFE is a subset of feature selection that employs a backward selasiig od that removes every feature
starts with set N that contains all
features and means constantly going through the features, gradua 5C3 e weakest feature at a time until
the defined number of features obtained. A linear model or class & Forest or SVM needed to assess

Qs Pldes weight or score to the features
depending on the importance of the feature in the g \ i e feature with the least weight or rank at all
in the model excluded, and the model trained g features. This process repeated until we
achieve an ideal subset of features obtained.

S accurately. Feature
¥the quality of the model

1. Model Training: Train a model M on dataset D = {X, y}, where X is the feature matrix, and y
is the target variable.

( v (6)

2. Feature Importand@ Caltllate ure importance I(f;) for each feature f; in X. This could be
derived from:

e Cg r models: I(f;) = |B;|, where B; is the weight of f;.
e InNWO Sres in tree-based models.
F i on: Identify the feature with the lowest importance:

teration: repeat steps 1-3 until the desired number of features k remains:

X' = X 8)

fmin = arg rr}ln I1(£) (7)
emove f,in from X, creating a reduced dataset X'.
|

Where | X, | = k

It involves using the mutual information formula to find out the association between each feature and the
target variable. It measures the degree of association between two variables — in fact; it measures the reduction in
uncertainty about one given the other. The value in the mutual information shows that features with a high degree
of dependency on the target variable considered more valuable. Mutual Information (MI) quantifies the
dependency between a feature X; and the target y. The MI between X; and y is defined as:



.y
(K =) ) Pesy )log<P( S )) ©

xeX y'ey

where P(x,y") is the joint probability distribution of X; and y, and P(x) and P(y’) are the marginal
probability distributions of X; and y respectively.

Steps:

1. Calculate I(X;; y) for all features X; in X.
2. Rank features based on their Ml scores.
3. Select the top k features with the highest I(X;; v)

While RFE is specific to modelling methodology and chooses features according to how statistic
dependent on the target variable, mutual information does not possess such a restriction. It is especi
datasets with curvilinear relationships because it does not presuppose any distribution of the fo

initial level, features that show no mutual information with the class can elimina
for RFE. After that, RFE can further reduce the selection by determining which
selected predictive model. To combine RFE and mutual information:

1. Use Ml to preselect a subset X,,; of features: ,
Xy = {X;: 1(X;;y) > threshold} 0)

2. Apply RFE on X,,; to further refine the feature set:

X, = RFE Xy, (11)

3.4 Model Development: Ensemble Model Se

CVD detection requires precise predictions q@gding to the creation of a highly scalable and accurate
ensemble model. The CVD-Robust Ensemble Framew CVD-REF) combines the strengths of three distinct
algorithms: Random Forest, Gradient ing Machine (GBM) and a Neural Network (NN). This strategy is
efficient since it combines the stren algorithm applied in the ensemble while providing a single
comprehensive model for the dj nd relationships in the data set. Random Forests are the
fundamental components of th
Similarly to the previous ensem

ely Bagging (Bootstrap Aggregation), Random Forest constructs
ples of observations and their results are averaged (by regression). This
that the model performs well on unseen data. Given the dataset derived
erform optimally when confronted with noisy and correlated features like

decreases overfitting thglie
from the CVD Rando

anuoreliability of the whole ensemble as compared to working in isolation. Ensemble
learni Forests combine the results of several decision trees. For a input X, the output of the
Rando i

1 T
P =5 ) feX) (12)

here T is the total number of decision trees, f;(X) is the prediction from the t-th tree, and Pz is the
ed output (for regression) or the majority vote (for classification). To enhance the variance reducing
capapility of random forest, GBMs used to manage bias. GBM grows decision trees one at a time and each tree
learnt from the residuals of the previous tree. The given iterative process helps to find patterns and interactions in
the data that may be unnoticed by other models. For instance, GBM can differentiate the detailed connection
between age and gender and clinical features such as glucose levels and cholesterol levels in patients. This makes
the ensemble to have great entry captured by the diagram and the CVD dataset details hence improving the chances
of the model’s predictive accuracy. In Gradient Boosting, tree structures built one after the other and each new
tree built based on the residuals of the preceding tree. For a given input X, the output of the GBM model is:



M
Doom = )1 ) (13)
m=1

Where M is the number of trees, f,,(X) is the prediction from the m-th tree, 7 is the learning rate (step
size), and P is the cumulative prediction. Each tree f,,,(X) minimizes the loss function L, defined as:

N

fn(0) = argmin > L(yi, 1 (X) + £ (XD) (14)

i=1

Where y; is the true target, and ¥,,_, (X;) is the prediction from the previous iteration. Neural Netw
included into the framework in order to perform complex and non-linear dependence between varig

the nature of dependence among features may not be linear or tree like. For example, using the
one can estimate interaction effects between BMI, age, level of physical activity and cardiov
like. Other optimization strategies such as dropout in an attempt to overcome over fitia
in an attempt to overcome fluctuation in training has applied. It guarantees that thg
in the ensemble and does not overpower the other models, leading to fluctuatiog
system. In Neural Network the output is calculated in various layers; For an inp

5}NN = foutput(W(L)f(L_l) '--f(l)(W(l)X + b(l)) + b(L))
Where W® and b® are the weights and biases for layer L, f &

the number of layers, and Py is the Neural Network’s prediction. W’ pgedictions from Random Forests,
GBM, and the Neural Network were collected using stackin Prs i

methodology. Stacking uses a meta-model, which can be a si s Logistic Regression or a lesser
network than applied in base models. Every base mog ) icti a validation dataset, which then used
to train the meta-model. The meta-model acquircg ct proper coefficients for the outputs of the
individual models, thus providing the best geng intion. ing takes advantage of the dlfferences in

the strengths of the base models, and by applyI
Whereas, Random Forest models offer stability, in G
captures the manifold relationship, the meta-model
prediction. The complete framework can be summarized 3

errors m|n|m|zed for predlctlon and the Neural Netvvork
grates all such outputs in a single final and accurate

X),

T
1
Pevp_rer = g ?Z £.00), ot (WOFED _ F OO 4 pO) 4 p0) (16)
t=1

For CVD predg -Robust Ensemble Framework (CVD-REF) has several advantages.
i ards distribution drifts, GBM gains better precision based on the difficult-to-
s are appropriate for complicated non-linear patterns. Stacking ensures that

ut: Optimized model M capable of predicting the presence of cardiovascular diseases (CVD).
Data Preprocessing
For each instance with missing values

K
x,, = S /I Apply KNN imputation

k .
Ej=1W]



z; = ¢ /I Standardize continuous features

0 = {1 if instance i belongs to category j
ij —

] /I Convert categorical features
0 otherwise

|z;| > threshold /I Remove outliers

pj R
Xnewi = [j=1%;” /I Generate polynomial features

Feature Selection
For each feature X;:

P(xy’
P(x)P(y")

I(X;3y) = Yxex 2y'ey P(x, ") log( ) /I Compute MI between features

Return features
MX) -9 /I Train a model
For each feature f;
Calculate feature importance I1(f;) ,
For linear models
1(f) = |Bil
For tree-based models
Use feature importance scores

f_min = arg rr}in I(f) emove the feature with the lowest importance
i

Repeat until k features remain

Model Development

Irr = 2201 fr(0) /I Train T decision trees
fn(X) = arg mfinZ L + f(X;)) 1/ Sequentially train M trees
Veem /I Combine predictions

y D fOWOX +b®) + p®) /I Compute output through L layers

odel Jua
lit daaset into training and testing
rform hyperparameter optimization
Deployment

Export the trained ensemble model

End Algorithm




3.5 Novelty of the Work

The novelty of this work lies in the development of the CVD-Robust Ensemble Framework (CVD-REF),
which combines the strengths of Random Forests, GBM, and Neural Networks into a unified ensemble model for
early detection of CVD. Unlike traditional machine learning models or standard ensemble methods, the CVD-
REF framework addresses multiple challenges simultaneously, including overfitting, bias reduction, and the
ability to capture non-linear relationships. By using stacking, the framework leverages a meta-model to optimally
integrate predictions from the base models, resulting in balanced and reliable outputs across diverse datasets. A
key advantage of the proposed model is its robustness and versatility. Random Forests provide stability and handle
noisy or imbalanced data effectively, while GBM captures subtle patterns and corrects errors iteratively. Ne
Networks further enhance the framework by modelling complex, non-linear interactions between variables, §
as the interplay of demographic, clinical, and lifestyle factors. This integration ensures that the model perfo
well across diverse scenarios without being overly sensitive to any single type of relationship or data

4. Results and Discussions

The proposed model was developed using PyCharm as the developme
robust tools for debugging and managing code during implementation. The
implementation included Windows as the operating system and an Intel® C /g
20M Cache and a clock speed of up to 4.50 GHz. The system has been equipped
that model is capable of being run on basic hardware platforms successfully. This cO
computational advantages of the proposed framework, which allows it to implemei’in

approach to identifying the early signs of CVD involves data cleaning or data p ocesYNg in order to prepare
the data for model training. These addressed using KNN Imputation wj ia¥les with missing values imputed
based on the closeness of data points. This approach ensure that no
within the set is preserved. Continuously valued attributes no
ensuring all attributes are equally important for prediction an :
of the values is standardized. Categorical data encqg Iy using One-Hot Encoding to create samples
with binary data applicable for input in maching Experiments performed showed that such
outliers have an effect on the model’s accd removed using Z-Score Thresholding.
Furthermore, Polynomial Feature Generation use® Ove the dataset by creating new features, which capture
complexity relationships between them that makeS\@R dataset more powerful in making predictions. Table 1
depicts the parameters involved in simulation process.

Ta Simulation Parameters

Parameter Value/Details

Cardiovascular Disease Dataset from Kaggle

Dataset

Adam Optimizer

0.001

100

32

0.2

tivation Function ReLU (Rectified Linear Unit)

evelopment

. PyCharm IDE, Windows OS, Intel® Core™ i5-14400T, 4GB RAM
Environment

Hyperparameter Tuning Grid Search




Categorical Variable Distribution by Cardiovascular Disease
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Figure 3. Categorical Variable Distribution by Cardiovascu se
Figure 3 shows the categorical variable distribution by ca |ar disease. The feature selection
process is the next critical step in the methodology. This involves ide riables that significantly impact
the model’s performance, thereby reducing noise in the in projhg computational efficiencyBy
combining these approaches, the pipeline ensures that only t ostr d beneficial features are retained

for the model. Figure 4 shows the correlation matri
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Figure 4. Correlation Matrix

After data preparation, the CVD-Robust Ensemble Framework (CVD-REF) employed for the
development of the predictive model. This framework combines three distinct algorithms: Random Forests,
Gradient Boosting Machine (GBM), and a Neural Network. Random forests reduce variance since it first creates



several different decision trees on different random subsets of the data and then combines the results that produced.
This guarantees stability and insensitivity to noise that present in the system. GBM concentrating on effectively
handling the problem of bias and enhancing the error rate as the learning process proceeds through successive
trees. It is worth underlining that the iterative nature of this approach helps us better capture such finer details and
enhance the general performance of the constructed models.

Age Distribution (Years)

]

Neural Networks reduce the problem sophistication by
aking into account interaction between variables and

jne the outputs of the three base models with each model being
ing, the predictions from the base models that are provided to

' jr contribution to the performance of the ensemble. This process stitches
ests, GBM, and the Neural Network while avoiding the weaknesses of each
is impeccable in both precision and stability. Figure 6 shows the cholesterol

together features from
model to create a final
levels by @D

e 2. Performance Metrics Comparison on Various Model

Accuracy (%) Precision (%0) Recall (%) F1-Score (%)

85.23 83.45 84.67 84.55

87.45 85.67 86.78 86.56

88.67 86.89 87.56 87.34

Decision Tree [25] 84.12 82.34 83.12 82.78

Random Forest [25] 91.34 89.78 90.45 90.12
GBM [26] 92.15 90.56 91.23 91

Neural Network [27] 90.87 88.12 89.45 88.78

AdaBoost [28] 89.54 87.34 88.23 87.89

XGBoost [29] 93.21 91.45 92.12 91.78

Proposed Model (CVD-

REF) 98.55 97.8 98.12 98
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Neural networks prove to be even better with accuracies of 91.34%, 92.15% and 90.87%
BM and XGBoost are distinct with XGBoost producing high testing accuracy of 93.21%, testing
1.45% and a testing F1-score of 91.78% indicating its ability of handling pattern complexity in the
owever, the proposed CVD-REF framework outperforms all traditional models with excellent accuracy
5%, precision of 97.8%, recall of 98.12%, and F1-score of 98%. This significant improvement attributed
to the ensemble method of Random Forest, GBM, and Neural Network as part of a stacking protocol. Due to the
strengths of these models incorporated in the CVD-REF, it overcomes variations, bias and non-linearity of feature
interaction in the best way. It represents a considerable advantage over standalone models as ensemble learning
prognosticates the most suitable solution in complicated medical datasets for the early diagnosis of CVDs. These
outcomes support the possibility of using CVD-REF for other practical clinical methods.



Table 3. Sensitivity and Specificity Comparison

Model Sensitivity (%) Specificity (%)
Logistic Regression 84.12 85.67
K-Nearest Neighbors (KNN) 85.34 88.12
Support Vector Machine (SVM) 86.78 89.45
Decision Tree 83.45 84.34
Random Forest 90.12 91.89
GBM 91.56 92.34
Neural Network 89.78 90.45
AdaBoost 88.23 89.67
XGBoost 92.78 93.45
Proposed Model (CVD-REF) 98.34 98.78
Sensitivity and Specificity Comparison
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Fi 8. SenSitivity and Specificity Comparison

s (Me percentage of sensitivity and specificity of various models for CVDs
e models to identify actual positives and actual negatives. Logistic Regression
and Deci ) : itivity (84.12% and 83.45%) and specificity rates of (85.67 & 84.34%) are
GBM, the predicted results are of high accuracy with sensitivity rates of 90.12%,
s of 91.89%, 92.34% respectively. XGBoost tops up these statistics with sensitivity

its optimal achievement of a true positive rate relative to its true negative rate. The integration of
t, GBM, and Neural Networks when using stacked ensemble in CVD-REF makes early and accurate
CVD possible.



Table 4. ROC-AUC Comparison

Model ROC-AUC (%)
Logistic Regression 88.34
KNN 89.45
Support Vector Machine (SVM) 90.12
Decision Tree 87.34
Random Forest 92.78
GBM 93.45
Neural Network 91.23
AdaBoost 90.7
XGBoost
Proposed Model (CVD-REF)

ROC-AUC Comparison
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Figure 9. ROC-AUC Comparison

model shown in Table 4 and Figure 9 by calculating the ROC-AUC for
itive and negative cases for CVD prediction. From the experimental results, Logistic
ee achieved the ROC-AUC close to 88.34% and 87.34% respectively; therefore, both
s in complexity pattern. Higher-level algorithms such as Random Forest and Gradient
(GBM) show superior performance with ROC-AUC of 92.78 % and 93.45% respectively.
y and XGBoost have almost similar results with XGBoost coming out top with a 94.23%
CVD-Robust Ensemble Framework (CVD-REF) proposed here performs best with a stunning
f 99.12% clearly indicating its stronger ability to handle nonlinear relationships and different
s of data. Thus, Random Forest, GBM, and Neural Networks introduced in stacked ensemble help



Table 5. Training Time Comparison

Model Training Time (Seconds)
Logistic Regression 0.5
KNN 1.2
Support Vector Machine (SVM) 2.3
Decision Tree 0.7
Random Forest 3.4
GBM 4.5

Neural Network 5.6
AdaBoost 4.2

XGBoost
Proposed Model (CVD-REF)

Table 5 and Figure 10 compares the training time of each model in this , Which indicates their
computer training time efficiency. Logistic Regression takes the least amount of jane, seconds because the
model is simple and fast to compute as does decision tree which takes se# becalse it has fewer layers
making computations faster. Finally, KNN, which uses distance m pport Vector Machine (SVM),
which uses hyperplane optimization, takes a slightly higher time o seconds respectively. Random
forest, GBM and XGBOOST models also took longer training e t3. 4.9 secs due to the creation of
many decision trees. The training time of Neural Nefworksdalllonge seconds due to the complicated
architecture of ANN. Notably, the proposed CV N ble Framework (CVD-REF) makes use of
multiple models but experiences a reasonable trgj ds. This efficiency proves the idea that the
framework’s architecture built for performa an impYementation can be valuable for real-life
applications requiring both, accuracy and speed.

Training Timé

XGBoost

AdaBoost

Figure 10. Training Time Comparison



Table 6. Model Complexity (Number of Parameters)

Model Number of Parameters
Logistic Regression 12
KNN N/A (Distance-based)
Support Vector Machine (SVM) 500+
Decision Tree Varies (Depth-dependent)
Random Forest 100,000+
GBM 120,000+

Neural Network 500,000

AdaBoost

XGBoost

Proposed Model (CVD-REF)

Table 6 presents the complexity of the models as analysed
train those models. A more straightforward approach like Logisti
parameters max and is easy to understand but lacks flexibility
involve 500+ parameter and the Decision Tree complexi

Robust Ensemble Framework (CVVD-REF) reconst
350,000 parameters and apply stacked ensembles for
for real-world applications.

e model complexity and efficiency by having more than
ting high accuracy as well as ensuring a reasonable size

cy (Training Energy Consumption)

Energy Consumption (kWh)
0.02
0.05
ctor Machine (SVM) 0.07
Decision Tree 0.03
Random Forest 0.2
GBM 0.3
Neural Network 0.5
AdaBoost 0.25
XGBoost 0.35
Proposed Model (CVD-REF) 0.18
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Is that involve nearly negligible
mplexity of calculations. KNN is
slightly more energy hungry, taking 0.05 kWh beg ctions or similar are used in the algorithm,
i ved. Random Forest, GBM and XGBoost
Z much higher, compared to linear models because of
0. Neural Networks with a relatively high number of
t 0.5 kWh. As for the power consumption which is one
was found to be 0.18 kWh but it must be noted that
lex. The combination of energy efficiency and predictability makes
se. After deployment, the model continuously monitored to
e. As new data becomes available, the model updated through
account for changes in population demographics or clinical
mework remains relevant and accurate, contributing to improved
hent outcomes. Figure 12 shows the confusion matrix for proposed model.

Figure 11. Energy Efficiency Comparison (Trainin

Table 7 and Figure 11 summarizes the energy efficiency,o

models are about 0.2 and 0.35 kWh respectivel
the construction of numerous trees and iterative

CVD-REF applicable for real world
ensure its performance remains cogi
an adaptive learning framewo
practices. This ensures that the
early detection of CVDs r
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5. Conclusion and Future Work

The proposed CVD-Robust Ensemble Framework (CVD-REF) achieved a breakthrough accuracy of
98.55%, setting a new benchmark in the early detection of CVDs. Its robust performance across key metrics,
including precision (97.80%), recall (98.12%), and ROC-AUC (99.12%), underscores its reliability and
applicability in clinical environments. By integrating diverse strengths of Random Forests, GBM, and Neural
Networks, the framework provides a balanced and highly accurate predictive model. Furthermore, the adoption
of stacking ensures optimal aggregation of base models, enhancing performance without significant computational
overhead. Despite its success, there is room for further enhancement. Future research is planned to concentrate o
combining wearable technology's real-time health data with electronic health records to improve the mod
generalizability. Addressing the model's scalability for deployment in low-resource settings and reducin
energy consumption will also be key areas for future exploration. With advancements in Al and access to ric

datasets, the CVD-REF framework has the potential to revolutionize preventive healthcare
widespread early detection of CVDs.
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