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ds& as a cost-effective and

vention. Within VANET,
nodes employ broadcast protocols for disseminati fet ation rather than relying on

Abstractt

The Vehicular Ad-Hoc Network (VANET) model

easily deployable solution for traffic management and

routing protocols. Nonetheless, there exd ity to malicious activities, such as

particularly when perpetrator, r genuine identities, presents significant challenges.

To mitigate this issue, a‘QERep le

confirming the legitimacy of the CH, its information is firmly transmitted to the
by means of SHA2-ECC, a fusion of Secure Hashing Algorithm and Elliptic Curve
Cryptography. The simulation (NS-2.35) outcomes of our proposed methodology achieves an
impressive accuracy rate of 98.9% and ensures a high level of security at 99%, surpassing

existing methodologies.
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1 INTRODUCTION

Vehicular Ad hoc Networks (VANETS), a subset of Mobile Ad-hoc Netwo
(MANETS), facilitate communication among vehicles on the road and with roads

infrastructure, as documented in references [1-3]. In a VANET, vehicles operatgia

with both an AU and an OBU. OBU enablg eC{N@al communication amongst vehicles to

muni®tion range of approximately one

contributes to weather forecasts and traffic pdates. Since the vehicles in a VANET

communicate wirelessly and theffiet opology is constantly changing as vehicles enter and

Figure 1: VANET architecture



The emergence of VANETS represents one of the most captivating advancements in mobile
technology in recent years. They are deemed essential for the implementation of wireless
mobile technology and are seen as a burgeoning approach. Moreover, VANETSs can be
integrated into Intelligent Transportation Systems (ITS) deployment strategies. Notably,
VANETSs relatively differ from MANETs due to factors such as heightened mobility,

scalability, ever-changing and geographically constrained topologies, stringent deadlin

make informed decisions. These attributes typically @’ omnidirectional antennas,

cameras, sensors, Global Positioning System (GPS e , og¥oard computers, and Event

paSQl driving and traveling experience, and
@ petrol®and parking are some advantages of
VANET technology. Road users rely on var’gg applications for navigation, traffic monitoring,
alerts, song sharing, amusement,_climate cOWrol, and even online gaming [7]. These
applications necessitate a cong@nt of data and information regarding traffic issues,

emergency message delivgW, and rpaggPondition notifications designed to keep drivers safe

and productive. This jaal

@

the need for reliable data transmission between nodes. Any

malicious user who

the"messages could significantly impact driver behavior, which
could diggup

N\
?“0

bpology and thereby compromise security [8].



RSU

Figure 2. Sybil attack

The well-known attacks purpose at interrupt netw unication is the SA, where
an intruder fabricates various vehicle identities. Tec 0 dgict and prevent SA include

attack detection, reaction, and prevention. 3 etection methods have focused solely

on received signal strength indicators ch haW® limitations in terms of robustness

and detection range. An IDS is becom Increasingly important for network security
construction, but detecting complex security bresgphes remains challenging shown in the Figure

2. While it is possible to identi@ a al network hazards using techniques such as assist

vector machines with artifj nedral orks, it is still challenging to do so accurately and

securely. Effective SAgdete
Elephant Herding Q @
Cryptoggaphi :
envirgnm as be
will a lis

e QO r vehicles, we use the GSOKHM algorithm, which is based on GSO and K-

onic means.
* *The Floyd-Warshalls algorithm (FWA) determines which node in a cluster will be the

cluster head.

in VANET requires enhancements. Using chaotic maps, the
gorithm-CNN, and the Secure Hash Algorithm for Enhanced
bns (SHA2-ECC), a method for identifying SA in the VANET

resented as a solution to this problem. Here is what the intended work

o Adeep learning model called Chaotic Maps Elephant Herding Optimization Algorithm-
CNN (CMEHA-CNN) is utilized to identify Malevolent CH and extract relevant
features of the cluster head.



o After identification, if the CH is deemed usual, the data it contains is safely uploaded
to a remote server(cloud) using the Secure Hashing Algorithm (SHAZ2) - Elliptic curves
cryptography (ECC), commonly known as SHA2-ECC.

The article is organized into several sections. Section 2 discusses on SA detection
systems in VANET. Section 3 presents a new approach for predicting privacy-preserving and
SA detection algorithms in VANET. Section 4 render the simulation's outcome, parame

analysis. Finally, Section 5 ends with future enhancement work.

2 RELATED WORKS

In this segment, we have discussed previous research on in Ctior"@VANET

and provided a review of some of the work done.

do

4, performs the computation

Ma et al. [11] have presented an algorithm for encryption attribute that hold

the roadside unit (RSU). It uses the vehicle to encrypt W

model. The two nodes of the roadside unit, storage, Youtigly capabilities are utilized in
this method. The decrypted message is ex 0 eability and audits.

Buda et al. [12] present a dispe tering technique for isolating the network's
peripheral link from transactional data. W erforming an edge selection, the vehicle's

quality is determined by averagi typical and edge velocities. Analyses of sensor data are

used to generate and validat s a certain number of transactions to transfer wholly
high-performance

cipher text-policy a8 ed encryption (CP-ABE) uses the same key for encryption and

r input is received, or an attribute is removed. This demonstrates that the

peri s successfully developed a system with robust security, scalable performance, and

gr ontrol. Additionally, the communication delay is measured and analyzed in a real-
setting. Rathee et al. [14] ABM and PBM were designed to transmit and store
information in real-time. The subject matter provided by the data transffering object is used to
evaluate the simulations' precision. We assess the SITO optimizer based on energy
consumption, network link count, and throughput. The conversations are discreet, fruitful, and

calming. Identifying reliable devices is crucial for network analysis in a dynamic environment.



Meshcheryakov et al. [15] To reconstruct the distributed ledger required for operating
such devices, a Byzantine Fault Tolerance (PBFT) consensus method were created. The
efficacy of the Blockchain has been evaluated to comprehend its operation better. Individual
specifications limit the processing capacity and data transfer rates of 0T devices. The latency
is determined using block size, generation time, and data payload size. The efficacy of up to
70 nodes is enhanced. Consequently, actions within the network environment must

performed using restricted devices. Subba et al. (2018) [16] proposed VANET as a mulij-le

IDS. This study suggests a original clustering technique for VANETS and a game-thg

intrusion detection system as solutions to these issues. The simulation outcom

planned framework can detect intrusions swiftly and precisely again va of threats

while having minimal impact on the underlying vehicular networ

Shu et al. (2020) [17] developed a collaborative intrusio tion solution for
VANETS utilizing a distributed software-defined networ éocol and deep learning.
This innovative approach enabled multiple controlle global intrusion detection
framework without the need for sharing sub- ata ganyadevi et al.(2024) [18]
on-N@scenarios and underwent evaluation

using real-world datasets.

Nitha C. Velayudhan et al (2021) [20]8
also suggested a CH election ggorj and clustering algorithm to increase stability and

eloped a deep learning-based IDS system,

connectedness among vehiWes In g VANET. The proposed methods outperformed existing

techniques regarding accuracy, recall, precision, and the F-measure. An earlier

ET. Optimization techniques like the elephant herd algorithm (EHA) can also
prove detection and accuracy. To ensure data security, a new encryption method
-ECC) is implemented as part of the suggested approach. The architecture of the

recommended method is illustrated in Figure 3.



A. Formation of Cluster using Glow Worm Swarm Optimization (GSO) based K-

harmonic means (GSOKHM) clustering algorithm

To optimize the performance of the VANET area, the GSOKHM clustering algorithm
was used to break it down into smaller clusters. This resulted in a decrease in propagation delay
and an increase in delivery ratio. The algorithm was selected for its ability to handle lar
datasets. Clustering simplifies important functions such as bandwidth allocation, routing,

channel access. A CH is selected for each cluster using the FWA procedure. The C

vehicle with adequate data storage and retrieval capabilities. Each CH has
descriptions of all services.

Formation of Cluster using
— el Glow Worm Swarm
Service Server Opcimization (GSO) based K-
Provider harmonic means (GSOKHM)
clustering algorithm

VANET Security using using VANET 1S using chaotic
Secure Hashing Algorithm ‘ maps Elephant Herding Floyd—Warshall algorithm
(SHAZ2) - Elliptic curves dptimization Algorithm (FWA)
cryptography (ECC) call~« (CMEHA-CNN)
(SHA2-ECC)

Cluster head selection using

Service
Provider

Figure 3: Proposed Flow Diagram



Glowworm Swarm Optimization (GSO)

The algorithm is truly captivating in how it imitates the flashing behavior of
glowworms. It's interesting to observe how people are naturally drawn to the brightest
glowworms. The algorithm consists of six crucial phases: initializing the glowworms, updating
the luciferin, selecting the neighborhood, computing movement probability, moving t

glowworms, and updating the decision radius.

Glowworms’ initialization: In this phase, glowworms are considerg

characteristics that are randomly distributed over the specified fitnes@ va

aforementioned quantity of Lucifer is recovered in glowworms. alNQ the actual

iteration is set at 1. Here, categorization accuracy is treated as a fi

Luciferin-update phase: Luciferin is updated based on the fitn®avalue (accuracy) in

addition to the prior luciferin value, and the rule is describe eqgtion (

Li(ti+1) = (1 — p)l;(ti) + yFitnessx; (1)

ure) at time ti, p intend luciferin
luciferin improvement constant, x;(ti +

at time in addition Fitnessx;(ti + 1)shows

Neighborhood-Sel

incorporate of luminoug anden by equation (2),

N (t0) @ ti) < ri(ti); L) < L (t)} (2)

ertain local-decision, d; ;(ti)intend Euclidean distance in features i in

addgn t

ovin(grobability-Computer Phase: It uses the probability conception to go towards
an glowworms with greater luciferin levels. Equation (3) quantifies the chance of a

gldwworm (feature) migrating towards its neighbour (j1).

lj1 ®)—1;1(8)
Zken; () (=11 (8)

pij(t) = (3)



Movement Phase: Assume glowworm (feature)i chooses glowworm (feature)j. Equation (4)

describes the individual-time simulation of glowworm (feature) i mobility

xj () —x;(6)
xi(t + D= x(8) +5(0) (—“x’,(t)_x_(t)”) @
j i

Here, s denotes size of the step and ||.|| represents Euclidean norm function

Decision Radius Update Phase: Equation (5) specifies the decision radius for

update as trails.
ra{(t + 1)=min {r;, max {0, rdj () + p(ne — IN;(t K (5)

Here, f denotes constant, r; represents glowworm wure) I sensory radius,

andn,signifies factor for neighbor numeric control.

KHM algorithm

To address the clustering probl M dat®technique was created. KHM is an

alternative to KM that considers the har"g@c mean as opposed to the negligible distance
amomst data points and the cluster center. The F algorithm includes clustering data, cluster
centers, a membership functio asalln a weight to each data point based on its degree of
cluster membership, and ignt tunc®n to determine how much weight to assign to each

data point when recal ster center parameters.

Here are the steps td hen using the KHM algorithm:

Initi the algorithm is configured with initial estimates for the centres (C).
x beginning points should be randomly selected.

se the following formula to obtain the objective function's value:

0 KHM(X,C) = X0y o———
Dy ?

i<l

(6)

where the input parameter p should be greater than or equal to 2.




1. For every data point x;, calculate its membership in m(c; |x; ) each centre using equation
(7).

o ITP2
m(c; |x; ) = % m(c; |x;) € [0,1]

(")

2. For every data point x;, calculate its weight w(x;) in accordance with the equation f8)0

¥k |lxi—c; P2
W(xl) — ] 1” i ]”

o2
(=i 7P77)

3. Recompute the location of each center c; using equation (9 @ e dataoints x;

memberships and weights:

o = (G xi)

©)

4. Repeat steps 2-5 til KHM(X, C) shi

iterations have elapsed.

ntil a predetermined scores of

5. Assign every data point x; to the clust ith the largest m(cj |xi).

When using the KHM me e function rests on the conditional likelihood

of cluster centre regarding

» the objecti

nd the corresponding weights of data points are
dynamically adjusted throSq@out e ration. The KHM algorithm proves particularly adept
in scenarios where ¢ ies are nebulous and indistinct, attributed to its utilization of
the membership fu KHM algorithm addresses the KM algorithm's vulnerability to

initial v reach a local optimum,

The se orithm for Cluster formation

the conventional KHM algorithm, the distance metric is utilized to calculate the
etween two nodes or two vertices. This measurement only considers their relative
pions. However, when creating clusters in VANET, it's essential to factor in the mobility
of vehicles, determined by both their positions and velocities. Consequently, a weighted

distance metric has been devised to account for these elements.

Introducing a novel clustering algorithm named GSOKHM, which integrates the GSO
and KHM algorithms. This hybrid approach preserves the advantages of both GSO and KHM



while addressing their convergence and sensitivity challenges. GSO can segment the data
points effectively without anterior knowledge, while KHM can derive effective initialization
from GSO, enhancing its convergence. The GSO method utilizes single-dimensional
arrangement to represent cluster centers as discrete material, with each material or potential
result depicted by a d k-cell array indicating the coordinates of all cluster centers. KHM-GSO
aims to optimize the partitioning of k-dense, well-separated clusters. In this proposed meth

particles execute only one type of motion at a time across two distinct phases. The initig

Breas to identify its
ith a higher luciferin value
h the GSO technique. The
tion value determine the luciferin

has amgher luciferin value than the others

Luciferin is updated base the Titness value (accuracy) in addition to the previous

s gWen by an equation.

= (1 — p)I;(ti) + yFitnessx;(ti + 1) (10)

(0 <p<1) , y denotes luciferin improvement constant, x;(ti+
fies glowworm (feature) location i at timein addition Fitnessx;(t + 1)conception

alue at glowworm i’s position at time ti + 1.
B. Cluster head selection using Floyd—Warshall algorithm (FWA)
Following the completion of CF, the assortment of the Cluster Head (CH) is undertaken.

To guarantee a stable CH, the paper utilizes the Floyd-Warshall Algorithm (FWA). This

particular FWA is favored due to its absence of negative cycles, resulting in faster CH selection.



The algorithm is typically employed to compute the shortest paths between all pairs of vertices
in a graph. In this context, the emphasis is on highway vehicles, where every link react to a
vehicle, and the edges stand for the distances among them. The distance equation can be applied

to quantify the distance among couple of vehicles.

d=(a;—ay)?+ (b, — b;)? (11)

The calculation of the distance between each vehicle's coordinate points is g
using the previously mentioned formula. The coordinates of the vehicles are denoteq
'b', while the distance between them is denoted by 'd' in Equation (6). Aft

distances are computed in the FWA using Equation

t . t—1 t—-1
DY) = min(D ¢ (12)

The process of Floyd iteration comes to a c once all the vehicles have been selected as
intermediate vehicles. The CH i rved by conniving the average distance of each vehicle

throughout the entire executj he minimum value obtained from this calculation is

chosen as the CH.

ifies the tested node as normal or malevolent. The training set selection is critical to the
IDS detection accuracy as the weight vectors are proportional to the dataset. The intrusion
detection process may experience difficulties due to false correlation traits. To enhance

classification, feature selection through principal components analysis is employed to eliminate




unnecessary features and select only the most valuable ones. The chosen feature subset is then
used to train the IDS to detect SA.

The selected cluster heads are used as inputs for CNNs. CNNs, which are composed of
several hidden layers that use convolutions and subsampling allows for the extraction of high-
level and low-level characteristics from input data., are one of the most promising DLTs. Thesg

complete connection layers. These network’s inputs were quad histograms where the ne
input, output, and intermediate layers. The input layers considered features as inpu
trained outputs to the system using intermediate layers (hidden layers)gs

4. Weight values of the features are optimized to attain precjg
Convolutional Neural Network (CNN).

Layerl Layer2

CI: feature CI: feature
map (n*) map (m*)

Subsam phn
gb*b Convolutio

\ Full Connected
Connection Network
re Z: Convolutional Neural Network
3 cess of convolution involves using a kernel to convolve with each

bloc eQRUt mawtx, resulting in a pixel. When an input image and kernel are convolved,

Convol

as tputPnage features is generated, each consisting of i*i dimensional feature maps.
NNSs n ncorporate multiple convolution layers, where the feature vector serves as input
u for each layer. The scope of each map's generated feature convolution layer,
jned by convolving with the input, is determined by the no of filters (n) used in the process
of convolution. Hence, each filter map represents a distinct attribute at a specific area in the
original image. Applying the following formula to the Ith convolution layer produces the

resulting output as feature maps:




-1

)
O _pd |, v (-1 .~ (13)
C =B+ XL KU *C

The bias matrix (Bi(l) )and convolution filter (Kg._l)) of size a*a connect the feature
map () in layer (I-1) with the i" feature map on same layer. The result Ci(l) layer comprises
of multiple feature maps. The primary convolutional layer Cl.(H) represents the in

space Ci(o) = X; in equation (14). The kernel create the feature map through convoluti

Nonlinear transmutation of the Convolutional layer's output can be achieved b @ )

activation function afterward,

Yi(l) — Y(Cl(l)) (14)

Yi(” is the response on application of the stimulation purpose to the | D Sigmoid, tanh,

and rectified linear units (ReLU) are the frequently us ng functions. This study

employs ReL Us; their notation is Yi(l) = max (0, Yi(” n is commonly integrated

into deep learning models owing to its effeg g interactions and nonlinear

personal effects. When the input signa , Re ets the output signal to 0, while it

retains the same value for positive inputs. surpasses other activation functions because
the error derivative in the saturation zone is eX¥@gdingly small, facilitating substantially faster
training. This phenomenon, kng "problem of vanishing gradient,” is characterized by

adjustments to the practical ts.

intention of this layer is to cut down the spatiality of the

e preceding convolutional layer. A mask of dimension b is

g technique is employed between the front and the feature maps

outcome. Subsequently, thanks to the sub-sampling layer, the

r becomes more robust against image transformations. In the proposed

ppro theharmonic mean of the feature weights is utilized to adjust the optimal weights.
alglation is outlined as follows:

Weighted Harmonic mean wy,= (15)

N
Yizg WX

where N- Scores of features, w- feature Weight , and x;- Features.



Fully Connected layer: The output layer employs softmax activation function. Softmax

activation function is used to evaluate the model's reliability. It is computed as follows,

(-0 - (16)
l l l m; -1
Yi() = f(zi()), where Zi() =i wHyi( )

In this context,wy represents the features weighted harmonic mean of that the fully connect
layer must adjust to construct the representation of each class comprehensively. The funct
f denotes the activation function that introduces nonlinearity. Within the proposed

input image undergoes classification into three classes: background, crop, and

algorithm can be outlined here:

Step 1: Input the image dataset and process the training set's imag he specified filter

size, creating the data matrix image X.

Step 2: Set the weight values w(l)i,j and bias bi, also utj {nsorFlow kernel purpose

(1-1) . .
K;;  toinitiate parallel operations.

Step 3: Apply the Conv2d function tg @ a t jmensional convolution operation,
ORadfional feature matrix XM,

Woperation on the initial convolutional feature

resulting in the generation of the initial ¢

Step 4: Use the pooling sheet to pegtarm a pooli

matrix X(1) and acquire the feafliire N X,

Step 5: Utilize the CMEH timiZ®®™o compute the learning rate , Adjust the weight w; and
and the update-bias interface to acquire the feature matrix

Is process does not involve the usage of an Al-powered assistant.

vert the feature matrix X(4) to a columnar vector, then multiply the weight matrix
s at the neurone in the layer that is fully connected. Use the Leaky ReL.U function for
ation to get the resulting eigenvector bl. Use equation (15) to get the harmonic mean
weighted (wH).

Step 8: To use the dropout layer, input the fully attached layer and compute the neuron's output

measure using equation (10).



Step 9: To achieve the results, use the input and the Softmax classifier output.

i Chaotic maps Elephant Herding Optimization Algorithm (CMEHA) to
update the weight

A technique called EHO takes inspiration from how elephants behave in groups to solve
optimization problems. This method involves organizing elephants into clans, which are th
combined to create the overall population. Some male elephants are designated to separate fr

their clans and move away from the main group during each formation. The ele

7 ins;Yled lephants'
a@pdating operators"
gtions, the EHA has

demonstrated its ability to locate the optimal solution. Initia we@stinct chaotic maps were

supported within their clans by a matriarch.

The EHA algorithm is a population-focused, modern metjg

herding behavior. The operators comprising this technique are calle®

and "separating operators," respectively. In various search space config

introduced to the EHA to enhance search quality and

circumstances. The updated version is known as C

each generation of elephants
of updating, a separation

is the oldest surviving

hant; she is also regarded as the most competent member of

the population whe to modeling and solving optimization problems.

represented as

Wnew,Sm,a = W,

Sm,a + A(Wbest,sm - Vl/sm,a) X R (17)
where Whey s, o represents the new location of an inside c, Wy _, represents the
previous location, and W, s . represents the optimal solution to the equation E,,, 1 € [0,1].

R stands for the random number used to increase the population's variety and, the parameter of

the algorithm that determines the matriarch's effect.



Step 2: Update the position of the finest elephant on clan Wy s employing the Eq.
(18)
Wnew,Sm =X X WCenter,sm (18)
Here, y € [0,1] inferred the 2nd parametric quantity of the algorithm that defines the

consequence of Weenter,s,, Which is represented as

_ 1 AFm :
WCenter,sm,d = X Zj=1 bsm;]; d

Asm

on design. Within
each clan \(c\), certain elephants exhibiting inferior fitness values arc@gsigned subordinate

roles.

Wworst,Sm = Whin + Wi n ) XR (20)

where P_(min) represents the smallg ) represents the largest SS, and R

Step 4: The proposed method relies W@arbitrary sequences centred on chaos mapping

instead of random integers. Gi that CM ¥enerates numbers with non-repetition and

ergodicity, the enhanced sear ected. Using the proposed CM, a chaotic numerical
sequence was generated. 4@ this i e, '2' distinct kinds of one-dimensional maps are
compared: (i) the cir apQRd (i) the sinusoidal map. The following equation describes a

circular-shaped ma

W+1,5, — [Wnew,Sm +p— %Sin (ZEWneW,Sm)] mod 1 (21)

.2and g =0.5, the result of chaotic sequence is between 0 and 1. The

ollo expression for the sinusoidal map:

Wnew+1,Sm = Q(Wnew,sm)ZSin (anew,Sm) (22)

consequently, the following reduced form functions well for q = 2.3:

Wnew+1,Sm = sin (anew,Sm) (23)

Swapping the arbitrary numbers in the EHA with the numbers from the chaos sequences is a

viable option. If any malicious activity is detected, the respective CH is informed for a final



decision. Otherwise, the data from regular nodes is encrypted and securely stored in the cloud

to safeguard the information of the nodes.

D. VANET Security using using Secure Hashing Algorithm (SHA2) - Elliptic curves
cryptography (ECC) called (SHA2-ECC)

Elliptic curves cryptography (ECC) is a cryptographic technique that is b
computationally efficient and highly secure, providing superior protection to algorithms t
rely on larger key sizes and more intricate mathematical proofs. The ECC algorit % s
secure than other cryptographic methods, but its complexity and impleme n
make it less secure overall. In response, SHA2-ECC has been propgfl o8 &ment for

ECC. SHA-2 can be subdivided into variants that generate hashes

lengthS, whereas

MD5 can only generate 128-bit hashes making it a more reliable

algorithm. ,

ECC generates public and private keys but SHA2-ECC S @shes of varying lengths to

& secure encryption

enhance the system's security.
Step 1: Considered a curve's origin Bp he pul¥ key A by using Equation (20).

4= (RQE) (24)

where K is a private key#€lected in the range of (1, n 1) inclusive.

Step 2: To produce a new glret keyQyugdfcluding the compound property to the public key and

then applying the SHZ h

S

An SHA her putation is fundamentally comprised of two halves.
inp essage is padded or divided into blocks of a specific size, and the block
un®transmitted to subsequent components. Each block contains 16 message words,
a message word size of 32 bits for SHA-224/SHA-256 and 64 bits for the other

four algorithms.
e The digest function iteratively determines the hash values. By requiring a loop-carried
dependence, this method precludes this section from attaining 11=1.

The generateMsgSchedule module is responsible for constructing the sequential message word

ction to the public key. In this instance, padding is employed

to guarantee that th s5sage can be stored in "n™ consecutive 512-bit blocks.

stream. In contrast, the dup_strm module is used to duplicate the number of block streams.



Sy =SHA2(A Il Sy) (25)
wherein S, indicates that the salt value is determined at random.

Step 3: Encrypting the data using both the public key (a curve point) and the private key (a
secret). The encryption formula, which incorporates the key, is an integral component of the

SHAZ2-ECC algorithm. The encrypted data comprises of two ciphertexts, which can

E; =(R*B,)+ Sk @

E, =D+ (R*A)+S, (27)

represented as follows:

In this encryption process, E1 refers to the first encrypted te hile E2 refers to the

second encrypted text. R represents a random number within th g [1, n-1], and D

represents the data. Decryption is the process of obtaining yo ginal information.

Step 4: To decrypt data, you must employ the sameggllethos 0 encrypt it. The process of

decryption can be mathematically descri ub™Qgtion of the confidential key from the

decryption equation.

) — N (28)

utiOWOf the projected methodologies has been calibrated using a publicly accessible
et. % of the dataset has been allocated for training, while the remaining 20% has been

rved for testing purposes.
4.1: Analyzing the Performance of CMEHA-CNN.

A comparison was made between the performance of CMEHA-DNN and other
conventional classifiers such as DNN, ANN, SVM, and K nearest neighbor (KNN) to evaluate



its accuracy and efficiency. The assessment of its performance was based on seven quality
performance metrics including precision, accuracy, specificity, F-measure, recall, false

negatives rates (FNR), and the false positives rate (FPR).

Precision:Precision is the fraction of relevant matches among the retrieved matches.

TP
(TP+FP) (

Precision =
Specificity: Specificity is defined as the likelihood of negative matches, assujggi @
actually negative.

TN
(TN+FP) (30)

Specificity =

F-measure: The harmonic mean of recall and precision is

F —measure = (31)

False Positive Rate (FPR): The false-p te (FPR) is calculated by splitting the entire

amount of negative cases misclassified as poSXge by the entire amount of negative instances.

_FP
" (FP+TN) (32)

en a test falsely indicates the absence of a condition when

False Negative Ra L b
one is present, the F % brmined.

‘ ‘ FN
\ FNR = (FN+TP) (33)

ccurcX@ The proportion of accurately predicted class labels to total class labels.

E A _ TP+TN
ccuracy = (TP+TN+FP+FN) (34)
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Figure 5: Precision C

Figure. 5 shows a comparison of, A- with five other classifiers in terms

of precision.The proposed classifier sur isting classifiers, as evidenced by graphical
analysis, across a vehicle count range of 50
CMEHA-CNN achieves precisi

and 92.05%, respectively. In

50. For vehicle counts within this range, the
recall rates of 98%, 97.59%, 96.92%, 94.99%, 93.29%,
ision and recall rates of existing classifiers fall below

those of the proposed clas .Fu ore, the proposed classifier exhibits higher accuracy

in detecting Sybil d to active classifiers.
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Figure 6: Recall Comparison



Figure 6 shows the recall examination of the proposed and existing approach. It is
shown that, the proposed CMEHA-CNN provides better recall value when compared with the
other existing approaches like CMEHA-DNN, DNN, ANN, SVM and KNN.

F-Measure Comparison
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Figure 7: F-measure Comy @
The comparison of f-measure of t ss@and exIsting approach is shown in the
Figure 7. It is shown that, the propo -C rovides better recall value when
compared with the other existing approa like CMEHA-DNN, DNN, ANN, SVM and
KNN.
C racy Comparison
100 T
96
94 |-
D

Accuracy(%)

KNN
SVM —¢—

DNN
CMEHA-DNN
roposed CMEHA-DNN —e—

50 100 150 200 250
Number of Vehicles

Figure 8: Accuracy Comparison

Figure 8 depicts the accuracy comparison between the projected approach and existing
methods. The outcome demonstrate that the projected CMEHA-CNN surpasses other existing
approaches, including CMEHA-DNN, DNN, ANN, SVM, and KNN, achieving an accuracy



level of 98.7%.The proposed approach's accuracy is 1%, 2.26%, 3.71%, 9.56%, and 11.15%
when compared to CMEHA-DNN, DNN, ANN, SVM, and KNN. The CMEHA-CNN

technique provides superior SA recognition in VANET compared to the existing classifier.

These findings provide support for the efficacy and efficiency of the proposed CMEHA-CNN

method for detecting SAs in VANET.

30

Number of Vehicles

Number of Vehicles

Figure 10: FPR Comparison
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n Figure 9 and Figure 10, we can see the FNR and FPR values for both proposed and
existing classifiers. The computation of these values was performed by varying the number of

vehicles from 50 to 250. The proposed classifier had a low FNR of only 3%, whereas the

existing techniques had a much higher FNR value for 50 vehicles, this means that the existing

classifiers mistakenly predicted attacked nodes as normal ones, while the proposed method had
a low FNR value. For 250 vehicles, the CMEHA-CNN classifier had an FNR value of only



8%, which is also low compared to other methods. Therefore, we can conclude that the

CMEHA-CNN classifier is more accurate than existing classifiers in detecting attacks.
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Figure 11 and Figure 12 display thg

oNgacomparison between the execution of
the cryptographic algorithm MD5-ECG

Adleman (RSA), Diffie-Hellman, ECC, an®
method.

Of otheMalgorithms, such as Rivest-Shamir-
d1Gamal, to ensure the security of the proposed
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ved roposed SHA2-ECC to the
W Ori obtain security levels of 92.2%,

the proposed SHA2-ECC algorithm achieves

Figure 13 compares the level of sec

other five existing approaches. Five €
94.32%, 92.98%, 90.01%, and 87%, respe
a level of 94%. Existing methods provide aN@her level of security, whereas the proposed
procedure offers an additional 4% is demonstrates that the proposed SHA2-ECC is highly

secure, as it prevents the V. essing the SA.

5 CONCLUSIONS

proposed classifiers, cryptographic algorithms, and several prevalent methods. By
he number of vehicles, specificity, recall, accuracy, F-measure, precision are
mined for the proposed CMEHA-CNN. Encrypting and decrypting durations for the
proposed SHA2-ECC are defined over a broad spectrum of node counts. The results of the
experimentation demonstrated that the novel strategies accomplish the old ones. CMEHA-
DNN has attained an accuracy of 98.7%. In addition, the proposed SHA2-ECC obtains a

security level of 98.5%. These outcomes confirmed that the proposed system effectively



identifies and categorizes SA, thereby protecting the VANET environment from intrusion by

malignant actors.
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