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Abstract

In order to effectively treat pneumonia, which is still a majorg®rid
rapid and precise diagnosis is essential. This paper }
improve pneumonia identification using chest X-ray i
in deep learning. We propose an Ensemble Deepie orks (EDNN), comprising
cascaded ShuffleNet and Support Vector Jés (SV arness diverse features and
improve classification performance. 4 EMOWA Method combines the strengths of
multiple models, mitigating indivi nessesand enhancing overall diagnostic
accuracy. Implementation is carried o Python, and the proposed approach achieves
an impressive accuracy of 97.89% benchmark datasets. Through extensive
experimentation and validation on benchmar¥gelatasets, our approach demonstrates superior
performance compared to 4 idual models and existing state-of-the-art methods.
Additionally, we provid to the interpretability of ensemble predictions,
enhancing the transparep@ an rthiness of automated pneumonia detection systems.
The proposed ensemb ame holds promise for robust and reliable pneumonia

e health problem,
an ensemble strategy to
M), utilising developments

detection in cling i facilitating timely interventions and improving patient
outcomes.

images, Ensemble Deep Neural Networks, Support Vector
ja identification.

onia is a common respiratory illness that may be deadly worldwide; it is
espe frequent in children, the elderly, and people with impaired immune systems. In
e[40 start treatment promptly and improve patient outcomes, a precise diagnosis of
onia is essential [1 -5]. Although they are effective, traditional diagnostic approaches
n be time-consuming and dependent on subjective interpretation, which can cause
treatment beginning delays and even consequences. The examination of CXM for signs of
pneumonia has recently shown encouraging signs of improvement, thanks to developments
in medical imaging and deep learning (DL) methods [6-8].

In spite of advances, pneumonia detection remains difficult because the disease's
radiographic symptoms can vary widely and because interpreting CXM is challenging [9].
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When it comes to medical image analysis tasks, like pneumonia identification, DLmethods,
especially CNNs, have been incredibly successful. Nonetheless, certain convolutional neural
network (CNN) models could fail to generalise across datasets or capture a wide variety of
characteristics [10-15]. In Figure 1, the X-Ray image of the pneumonia is displayed.

Figure 1. Pneumonia iri X-Ray Image

This study offers a novel strategy for pneumonia det sing EDNN as a
solution to these problems. To make better use of a variety of ¢ eristics and achieve
higher classification accuracy, the EDNN framework integrates the b&@features from other
DLmodels, such as cascaded ShuffleNet and SVM. Through t@lisa n of ShuffleNet's
efficient feature extraction and SVM's robust classj ) Capabilities, the suggested
ensemble method seeks to circumvent the shortcomingk ojga@alone models and improve
diagnostic efficacy.

0 lier therapies made possible by this
penda¥fe pneumonia detection. This study
ection by utilising ensemble techniques and
addressing the limitations of current meM@agologies. Additionally, automated diagnostic
systems in clinical contexts made m®® transparent and trustworthy due to the
interpretability of ensemble s, which provides insights into the decision-making
process [16-20]. This res otential to improve healthcare delivery and patient
care for different grou he ar, medical image analysis has never before benefited
from such a singular con tion.

Improved patient outcomes mg
study's potential to lead to more pré
aims to improve automated pneumon

are, medical decision-making systems have achieved remarkable
rarea of pneumonia detection using X-ray image analysis, thanks to
. integrating EfficientNetB0O and DenseNet121 into a deep CNN and
ith attention approaches, a new approach was presented to better image
f pneumonia. An accurate feature extraction from X-ray images is
by the suggested network using pre-trained models and multi-head self-
modules. Processing performance is further improved by integrating attention-
ted feature improvements, dynamic pooling algorithms, and residual blocks. This
oach's remarkable 95.19% accuracy on test datasets shows that it could be used in real-
orld clinical settings.

The development of computer-aided diagnostic methods for the diagnosis of
tuberculosis (TB) utilising CXM has also been a focus of scientists [22]. Using DLand an
optimised feature selection strategy, an automated system was proposed that can categorise
CXM as either tuberculosis (TB), COVID-19 (the virus), or pneumonia. The suggested
method achieves an impressive 98.2%, 99.0%, and 98.7% accuracy rate across three datasets



by adjusting pre-trained convolutional neural network models. By combining carefully
chosen features, the model achieves better accuracy than state-of-the-art methods and shows
promising diagnostic capabilities.

There has been a surge in research into the use of DLwith chest X-rays for the
identification of pneumonia, as there is a pressing need to find treatments and screening
methods for the disease [23]. A dataset and method was presented that can diagnos
pneumonia without predetermined anchors; it is based on the RSNA. The sugges
approach outperforms standard object detection algorithms in pneumonia dlagn03|s
51.5% on average by using data augmentation and an anchor-free object ide
framework.

Quick and precise diagnosis is key to effectively treatingaane
infectious diease globally [24]. The goal was to automated p
ResNet-RS Model, a convolutional neural network (CNN) mg
produces encouraging outcomes, decreasing overfitting and inci
to 92%, by utilising data augmentation approaches and improw

CLAHE. ,

of CXM to diagnose pulmonary illnesses using D
two models' performance on X-ray data frgm c
VGG16 achieved a training accuracy an testmg accuracy of 90%, surpassmg
DenseNet121. The outcomes show other DLmodels, shows a lot of
potential for identifying pneumonia i

Y
sis using

o
ggest@ method
) dlagn03|s accuracy
'mage contrast with

3. RESEARCH METHOD

Developing and testi e EDNN framework for pneumonia detection is an
important part of the sugges ijue. In order to ensure that all patient demographics
and imaging circumstan ell@epresented, a large dataset of annotated CXM for
pneumonia is first comd fro us sources. The dataset is prepared for model training

by applying preprog hniques like normalisation and augmentation to increase its
variability and o ) t step is to use Python and DLframeworks to design and
execute the ensq hitecture, which consists of cascaded ShuffleNet and SVM.
Utilisg Rig chitecture and capability to extract pertinent patterns from CXM,
i or effective feature extraction. SVM classifiers are used to process the
Ms are well-known for their ability to handle high-dimensional data
ification jobs with ease.

3.1.Qgtaset Description

The Kaggle CXM (Pneumonia) dataset is an extensive compilation of medical
aging images hand-picked for the purpose of pneumonia detection challenges [26]. Five
thousand eight hundred thirty-three CXM divided into two main groups: pneumonia as well
as normal are included in this dataset that was obtained from the Kaggle platform. The
collection contains radiographic images of the thoracic cavity taken at various points in time.
The distribution of data in the chest X-Ray dataset is illustrated in Figure 2.
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Figure 2. Data Distribution in Chest X-Ray Dataset

of lung disease or anomalies make up the Normal class. These
between typical and unusual chest X-ray results by providing a ba
compare the results.

%S help differentiate
ine against which to

3.2. Data Preprocessing

3.2.1. Image Normalization

Pixel values in chest X-ray s
usually ranging from 0 to 1, in order §
of brightness and contrast differences
IS consistent across samples.

) ly adjusted to a standardised scale,
e the Wgrges. This method lessens the effect
¥l training by making sure that image intensity

3.2.2. Image Augmentation

To make the dataset @or edictable, image augmentation techniques including
flipping, scaling, translat@®, rotgaon are used. The model is strengthened to withstand
fluctuations in patient eme age orientation, and other real-world conditions by

incorporating thesg tions.

3.2.3. Region of ROI) Extraction
ates in particular areas of the lungs are common symptoms of

lying ROI extraction techniques to CXM, we can separate the most

order to make CXM more unpredictable and realistic, we add Gaussian noise to
P This helps to mimic the natural faults in imaging equipment and ambient factors. This
ise improves the model's generalisation performance and helps avoid overfitting by
making it more resilient to tiny changes in the input data. Improved accuracy and robustness
in pneumonia identification are achieved by training the model to focus on important features
while ignoring irrelevant noise, which is achieved by preprocessing the images with
controlled levels of Gaussian noise. The proposed model's architecture in Figure 3.
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3.3. Proposed Ensemble Deep Neural Networks (E

Using cascaded ShuffleNet ang
strengths, the EDNN framework offers
convolutional operations and lightwe@g

orks with complementary
ay entlfy pneumonia. Using its efficient
, Shu et extracts discriminative features
from CXM and acts as the principal % ; tractor in this system. Because of its careful
design to strike a balance among compUSglonal efficiency as well as model complexity,
ShuffleNet works great in settings with limitsgpresources and in real-time applications.

When ShuffleNet fj ting features, they are sent to SVM to be classified.

One of SVM's many strg@thsas a hine learning algorithm is the precision with which

it builds hyperplanes to sify points. For the purpose of pneumonia identification,

) iscriminative decision boundaries, allowing for the correct

o Positive and negative groups. The EDNN architecture takes

gc effect of DLand conventional machine learning by cascading
aking it possible to identify pneumonia more effectively.

categorization of
advantage of.the

ure. To begin, ShuffleNet is well-suited for deployment on devices with
rces, like mobile phones or edge devices, because it effectively extracts
t information from CXM with minimal computational cost. Second, SVMs improve
lability and openness of the model's predictions by providing strong and
standable categorization limits. Together, the feature extraction and classification
ases may be optimised more effectively thanks to the cascaded architecture's seamless
integration and end-to-end ensemble model training. Assume that | is the input CXM, F are
the features obtained by ShuffleNet, and C are the results of the SVM classification.

ShuffleNet Feature Extraction:



F = ShuffleNet(I; Ospyssic) (1)

Where shuffle 6 shuffle represents the parameters of ShuffleNet, and F is the
extracted feature vector.

Using the EDNN framework to integrate ShuffleNet with SVM allows us to create
state-of-the-art pneumonia detection systems that are both accurate and dependable. The
ensemble method improves the system's generalizability and resilience by reducing
impact of weaker models. In addition, SVMs are interpretable, which helps doc
understand how the model makes decisions, which in turn increases their faith in aufgma
diagnostic systems used in hospitals. In sum, the EDNN architecture offers an e
new direction for medical image processing that could lead to better patient ogicd
diagnosing pneumonia.

SVM Classification:
C = SVM(F; 05ym) (2)

Here, svm 6,,,, denotes the parameters of the SVM cla,er, amd C represents the
predicted class label.

Ensemble Decision Making:

Censemble = Argmax ,@ ld) 3)

Where Cinresnoia represents a t old for decision making, and Cepsempie 1S the
final ensemble prediction.

4. RESULTS AND DISC

The EDNN fram
Core™ i9-13900TE P
Colab. By combinipg t

is run on a Windows 10 platform with an Intel®
ssor B RAM for computational processing on Google
apabilities of SVM and cascaded ShuffleNet, the EDNN

_ ; i -l
Figure 4. Pneumonia and Normal image

The SVM classifier is used for accurate classification after the feature extraction
stage. SVM is a powerful and well-known machine learning technique that finds the best



hyperplane to divide the feature space into different classes. Using the learned feature
representations acquired from ShuffleNet, SVM successfully distinguishes between
pneumonia and normal instances by generating an effective decision boundary. The EDNN
architecture combines deep learning's discriminative capabilities with standard machine
learning's interpretability and robustness through the sequential integration of ShuffleNet
and SVM.

The EDNN framework's strength is in the way it combines DLwith m
conventional machine learning techniques, making use of their respective strengths |
complementary manner. Optimal for real-time applications and contexts wi '
resources, ShuffleNet minimises computational complexity while efficiently ext
features from CXM. Meanwhile, SVMs offer clear and comprehensmle d |
which boost the reliability and openness of the model's forecasts. B g She
with SVM in a cascaded fashion, the EDNN framework outperforgg anQgne models

Table 1. Performance Comparison for Various 'gdels

(ecificity Precision

Accuracy

Model (%) (%) (%)
ShuffleNet 95.12 93.28
SVM 92.64 90.15
CNN 90.45 88.01
ResNet . 97.12 95.82
DenseNet 93.45 96.18 94.23
VGGNet 91.08 94.03 92.34
MobileNet 90.32 93.47 91.56
Proposed EDNN 96.75 98.34 97.12

Table 1 and Fig«@l5 sho rough comparison of the models' performance across

ing accuracy, sensitivity, specificity, and precision. An
rmance is conducted within the framework of a known task,
p to classification or prediction. Models such as ShuffleNet, SVM,
CNN, Re , VGGNet, and MobileNet stand out for their impressive
Uracies ranging from 89.56% to 96.78%. The models’ sensitivity and
monstrate how well they classify cases. Notably, outperforming most
all assessed parameters, the suggested EDNN stands out with the greatest
v89%, along with remarkable scores for specificity, precision, and sensitivity.
s that the EDNN model performs better than the competition, either because of
ved architecture or specialised design that is specific to the dataset or issue area.

multiple parameter

its im
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Figure 5. Performance Comparison for Variousg IS

Developing strong and accurate automated diagnos @
diagnosis relies heavily on synergy and integration, according tOWg

overall operating philosophy. The EDNN framework shows promiie '

for pheumonia
DNN framework's
a means to enhance
by utilising the

healthcare delivery and patient outcomes in pneumonia 0S
complimentary strengths of DLand classical machine | hniques.

Table 2. Training/Testing Loss and Timef§@ isogfor VVarious Models

Training Training Time Testing Time
Model .
Loss (minutes) (seconds)

ShuffleNet 0.182 90 8
CNN 0.205 150 15
ResNet 180 18
DenseNet 0.186 200 20
VGGNet 0.212 160 16
MobileNet 0.225 130 13
Proposed ED 0.124 120 12

d Testing Loss Comparison for Various Models

Training and Testing Times for Various Models

[ Training Time (minutes)
Testing Time (seconds)

—e— Training Loss
Testing Loss

0 50 100 150 200 250
Models Time

Figure 6. Training and Testing Loss and Times for Various Models

Various models' training and testing losses and times are compared in Table 2 and
Figure 6, respectively. When comparing the efficacy and performance of different models,



these measures are vital. Generally, the models show low values for training and testing
losses, which means they can learn and generalise well. Training losses of 0.112 and testing
losses of 0.124, respectively, for the suggested EDNN stand out, indicating better
optimisation during training and high performance on unknown data. Less time spent testing
and training the model is better since it means the model can be inferred and trained more
quickly. With a training time of 120 minutes and a testing time of 12 seconds, the suggested
EDNN once again shows efficiency among the mentioned models, surpassing the majorit
of them in both metrics. All things considered, the suggested EDNN demonstrates efficie
and performs exceptionally well on performance criteria, making it an attractive option

practical uses where precision and computing efficiency are paramount.
5. CONCLUSION

The EDNN architecture, which consists of cascaded Shuffige S has shown
outstanding performance in detecting pneumonia from CXM «@ of 9% and
robust sensitivity and specificity measures are achieved usinSQig#EDNN architecture
through synergistic integration, leading to higher performance. EDNN architecture
provides an accurate and interpretable method for automateyle pnia diagnosis by
combining ShuffleNet's rapid feature extraction wit exact classification. The
success of the EDNN framework underscores the i f ensemble approaches in
medical image analysis, particularly in tasks requirg cciiacy and reliability. Despite
the promising results, there are several aveg futu rch and enhancement of the

EDNN framework. Firstly, exploratigl” OWladOWanal DLarchitectures and ensemble
techniques could further improve p @ : ralization capability. Investigating
novel feature extraction methods are@glag@ffication algorithms tailored specifically for
medical imaging data could lead to e accurate and efficient pneumonia detection
systems. Furthermore, the scalability and galicability of the EDNN framework to other
medical imaging modalities, s CT scans and MRI, warrant investigation. Extending
the framework to multi-modgfda bon and incorporating clinical metadata could enhance

diagnostic accuracy and omg¥ehensive insights into disease pathology.
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