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cybersecurity and digital communication.
blative Lexicon Depth (SRLD) measure
valuates the depth and spread of word
usage within a specified lexicon for effectively distinguish between daggaan - red ar® cnerated content. BIFKT analyzer utilizes
bigrams and their inverse frequency to identify key terms that S in human writing but frequently appear in automated
ves accuracy and reduces false positives compared
to existing methods. The effectiveness of the proposed detect s validated through extensive experiments on diverse datasets,
including social media posts, online reviews, and news articles. Blts showed a significant improvement in detection rates.

*Corresponding Author: D. Banumathy

Abstract -The proliferation of automated text generation poses significant chg
This paper proposes a novel approach for detecting bot-generated text content using

Keywords: Automated text detection, Bot- generated content, SUN
Key Term (BIFKT), Pattern Recognition and Text ana

1. Introduction

of text that mimic human style, tone, and context. While these technologies have legitimate applications,
nd content creation, they also pose significant challenges The widespread use of

ation, digital fraud, and other malicious activities. Traditional methods for detecting
as keyword matching, semantic analysis, and shallow machine learning models, have shown
andling the complexity and variability of modern automated content. These methods often fail
nuances and patterns inherent in human language, making it challenging to differentiate between
and bot-generated texts accurately. Moreover, as text generation algorithms evolve, their output

ere is a clear need for more advanced approaches that can analyze the structural, lexical, and syntactic
ristics of text in greater depth.

This work introduces a novel method for detecting bot-generated content based on the Subspace Relative Lexicon
Depth (SRLD) measure combined with a Bigram Inverse Frequency Key Term (BIFKT) analyzer. The SRLD measure
leverages a subspace analysis of lexical usage to identify discrepancies in word distribution and depth, which are
indicative of automated content. By examining the relative frequency and contextual depth of words within a defined
lexicon, this measure provides a unique perspective on how bots use language differently from humans. Concurrently,
the BIFKT analyzer focuses on bigrams—two-word combinations—and their inverse frequency to detect unusual
phrasing patterns and unnatural syntactic structures, which are commonly found in bot-generated texts. The proposed
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II.

approach offers a comprehensive framework for analyzing and detecting bot-generated content by integrating these
two techniques. It addresses the limitations of existing methods by focusing on the deeper linguistic and lexical features
of text, rather than relying solely on surface-level characteristics. The effectiveness of this approach is demonstrated,
through extensive experimental evaluations on various datasets, showcasing its ability to accurately distinguis
between human and automated content across multiple genres and contexts. This research contributes to the growing
body of work on automated text detection. It provides a foundation for developing more robust and adaptable solutions
to counter the evolving threats posed by bot-generated content.

The remainder of paper is structured as follows: Section II focuses on the comprehensive literature su
existing methodologies, Section III presents the proposed methodology that combines SRLD and BIF :
Section IV encompasses brief summary of the experimental setup, results, and implications, highlightj
applications and future directions for improving automated content detection techniques.

Literature survey

dologies that
pproaches like the Term
g the importance of certain
K-sensitive nature of human

Detecting auto-generated text content continues to be a dynamic field of stugés
enhance the differentiation between human-authored and bot-generated texts.
Frequency-Inverse Document frequency (TF-IDF) have laid the groundwork by high
terms across documents; however, they often fall short in dealing with the subtle and con¥
language. To address these limitations, subspace-based lexicon depth measures h roduced, which analyze
the usage patterns of words in specific subspaces, providing a more n standing of vocabulary depth and
distribution in a corpus. These methods are particularly effective i ying shallow or repetitive language, a
common trait in texts generated by bots or automated systems [2,

WTt pairs, has emerged as a powerful tool
re often absent in automated text generation [4,

advanced frequency-based techniques are often used in c8 ction with deep learning models, such as convolutional
neural networks (CNNs) and recurrent ne tworks (RNNs), which can learn complex patterns and representations
from large datasets, capturing the intric d semantics that differentiate human and machine-generated texts
[9, 14, 26].

text detection has shown great promise by allowing models to focus
istic or structural elements emerge, thereby improving the precision of text
]. Such clustering techniques are particularly useful in handling high-
he evolving nature of automated content, which often employs increasingly
imic human writing styles [1, 3, 24]. Recent innovations in hybrid detection

The use of subspace clustert
on specific subspaces wherggiiis
classification tasks [7, 1
dimensional data and ca
sophisticateg lan

models com s o both traditional linguistic analysis and modern machine learning techniques, providing
robust fj to new forms of automated text while minimizing false positives in detecting human-
authored 8]. Despite these advancements, there remain significant challenges, particularly as automated

ies, like large language models, become more sophisticated and capable of producing content
s human writing. Future research is likely to focus on refining these techniques, possibly by

erns, and developing comprehensive frameworks that unify multiple detection strategies into a cohesive
, 29, 30]. Such efforts aim not only to improve detection accuracy but also to provide insights into the
nature of automated text, thereby helping to maintain the integrity and trustworthiness of digital
communication channels. As these detection technologies continue to develop, they hold the potential to significantly
enhance the capabilities of systems designed to filter and identify bot-generated content across various applications,
from social media moderation to automated content verification in publishing and beyond [30].

This expanded content builds upon the previous synthesis and provides a deeper analysis of the various methods
and challenges involved in detecting automated text, highlighting both current practices and future research directions.




1L Proposed System

The proposed system introduces a novel approach for detecting bot-generated text by combining two advanced
analytical techniques: the Subspace Relative Lexicon Depth (SRLD) measure and the Bigram Inverse Frequency Ke
Term (BIFKT) analyzer. The SRLD measure evaluates the depth and distribution of word usage within a specifi
lexicon, creating a multidimensional subspace to differentiate between human-authored and bot-generated content. This
approach capitalizes on the observation that human writing typically involves a more varied and context-rich lezg
compared to the often repetitive and constrained vocabulary seen in bot-generated content. Simultaneously, the §
analyzer leverages bigrams—combinations of two consecutive words—and their inverse frequency to detect ke
that are common in automated text but rare in human writing. By focusing on bigram patterns, this ana -
unnatural phrasing and syntactic structures, which are indicative of bot-generated content. The combj
and BIFKT enables the system to detect subtle differences in word distribution, usage patterns, and,
that are not easily caught by traditional detection methods like keyword matching or shallow s tic a
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positives. Extensive experiments on various datasets—including
s—demonstrate that this approach achieves superior performance
articularly in scenarios where conventional methods fail. The system's
guages underscores its versatility and scalability, making it suitable for a

PO distinguishing between human and automated texts. Future research will aim to
ce across a broader spectrum of text types and enhance its resilience against evolving bot

igram Inverse Frequency Key Term (BIFKT) analyzer. The diagram should include the
o) Input Text Data, 2) Preprocessing (Text normalization, Tokenization), 3) Subspace Relative
SRLD) Analysis, 4) Bigram Extraction and Inverse Frequency Analysis, 5) Feature Integration, 6)

3.1 Input Text Data

This block represents the system's initial input, consisting of unprocessed text data. Text data can originate
from various sources, including social media posts, online reviews, news articles, emails, forum discussions, chat
messages, and other forms of digital communication. These texts may vary significantly in length, style, format, and



content, posing challenges for accurate analysis. The data may include different languages, dialects, informal language,
slang, or abbreviations, further complicating the task of automated detection. Additionally, the input text can be
structured or unstructured, with varying degrees of complexity, ranging from short sentences or phrases to longer, mor

detailed paragraphs or documents.
<:> Extract Load
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Figure 2 Input Text Data Extraction

The purpose is to collect and provide diverse raw text content that reflects

as the foundation for further processing and analysis. This step is crucial to ensure tha
variety of textual data, enabling it to learn and adapt to different writing styles an
multiple sources, the system aims to generalize its detection capabilities, increasi
between human-generated and bot-generated content across diverse pl

d communication, serving
system is exposed to a wide
. By handling text from
1veness in distinguishing
communication channels.

3.2 Preprocessing
The preprocessing stage is essential for preparinggaw t ata fo analysis by applying several standard

Natural Language Processing (NLP) techniques.
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Figure 3 Text preprocessing stage
i This stage involves two main steps:
e Text Normalization: This step standardizes the text by converting it to lowercase, and removing punctuation,

special characters, and irrelevant symbols. The goal is to create a consistent format that reduces noise and
variations in the text, making it easier to analyze.




o Tokenization: This process breaks down the text into smaller components, such as words or phrases (tokens).
Tokenization allows the system to analyze individual units of meaning and simplifies further processing tasks,
like feature extraction and pattern recognition.

Figure 3 illustrates the preprocessing step in text analysis to detect automated textual content from bots. The
scheme should include the following blocks: 1) Input of text data, 2) Normalization of the text (convert the text to
lowercase letters, remove punctuation marks, special characters, and irrelevant symbols), 3) Tokeni
(decompression of text into smaller components such as words or sentences), 4) Clean and standardized text prod
Include arrows indicating the flow of data between the blocks and use labels for clarity. The design should be cld
professional, suitable for a technical paper figure 2. The preprocessing stage cleans and standardize
ensuring it is in a uniform format and suitable for effective analysis in subsequent stages. This st
accuracy and reliability of the system by eliminating inconsistencies and focusing on meaningful ggtd

3.2.1  Algorithm: Preprocessing for Text Analysis
Input: Raw Text Data T

Output: Cleaned and Standardized Text Data T¢jean

Step-by-Step Process: ,
Step 1: Text normalization convert all characters to lowercase.

Thorm = lower(

Apply the lowercase function to all characters j
e Remove punctuation and special character:

rm_P

ecial characters
2., HTML tags, emojis):

where P is the set of all punctuation
e Remove irrelevant symbols and non-text elemen

orm = Tnorm — S

where S is the set 1 evagikymbols

Trim whitespace and ext aces
Tnorm = trlm (Tnorm)

Step 2: Tokenization Spli zed text into individual tokens (words or phrases)

Tokens = tokenize (T,orm)
h as whitespace) to split T, o, into smaller components.

ming or Lemmatization Convert words to their base or root form

Tokensgie, = stem(Tokensgjrered)
e Reduce words to their basic form, removing suffixes (e.g. "running" to "run").
e Lemmation: use linguistic rules to convert words into their root form (e.g. "better" into "well").

Step 5: Reconstruct the cleaned text from the processed tokens



Tclean = jOin(TOkensstem)
3.3 Subspace Relative Lexicon Depth (SRLD) Analysis

To identify distinctive patterns in the text that may indicate whether it is human-authored or bot-generate
Figure 4 involves the SRLD measure, which evaluates the depth and spread of word usage within a specified lexicon.

Subspace Similarity Spectral
Input Data Representation Matrix Postprocessing
1 2k 1 2k

=y '

Figure 4 Subspace Relative Lexicon Depth An
Steps in SRLD Analysis:

e Lexicon Definition: Define the lexicon, or vocabulary, that will be u?) a e the text.

e  Depth Measurement: Calculate the relative depth of each wo ithig@e lexicon to determine how words
are distributed in the text content.
e  Subspace Creation: Form a multidimensional subspacg t uifll between human and bot-generated

content based on word usage patterns.

3.3.1 SRLD Algorithm steps

The SRLD Analysis involves measurin¥
identify patterns that distinguish between human-aut®
for SRLD Analysis, including formulas.

and spreXl of word usage within a specific lexicon to
d bot-generated content. Here is the step-by-step algorithm

Step 1: Define the lexicon L — a set Qf o s that will be used to analyze the text. This lexicon may be based
on a predefined vocabulary or extraf@#€d a lagg¥r corpus of human-authored and bot-generated content.

L=w{,wyWs,..,W,

where w,, represents eac N [ex¥Con
Step 2: Calcglate ch word w; In the input text T

Number of occurrences of w; in T
f(wi) T) =

Total number of words in T

ative depth of Dw; of each word w; in the lexicon by measuring its deviation from a reference
verage frequency from human-authored content)

Dw; = |f(w;, T) — f(wy)]

Step 3: For each word w; create a vector representing its relative depth in a multidimensional space. Construct a
multidimensional subspace S based on these vectors. Each dimension represents a word's depth.

S = (Dwy, Dw;, ..., Dwy)



Step 4: Analyze the spread and concentration of vectors in the subspace S. Identify clusters or patterns that may indicate
human or bot-generated content. Use a distance metric (e.g., Euclidean distance) to calculate the deviation of text
vectors from a reference cluster (e.g., human-authored content).

Distance =

> ) - Rew)
i=1

where R (w;) represents the reference depth for human-authored content.

Step 5: Define a threshold value t for classification. If the distance of the text vector from the reference W ater
than t, classify the content as bot-generated.

If Distance>t, classify as Bot-Generated; otherwise, classify as Human-Authoreg

Step 6: Generate the final output based on the classification — either "Human- ot-G ted.

3.4 Bigram Extraction and Inverse Frequency Analysis

In this stage, bigrams (pairs of consecutive words) are extracted from the tgxt. an

To detect unusual word pairings and syntactic structures that may reveal patt;s?y

ment Frequency
* Unltram features

*  N-Gram features

A%

—7
¥y
Optimal Feature 4

==
selection v 4
e

Self improved Honey
Badger Algorithm (SI-
HBA)

J///‘ Br— 3‘
\/’\‘/ AN,

proved Honey Badger
Algorithm (SI-HBA)

tion: Identify all bigrams present in the text.
uency Calculation: Compute the inverse frequency of each bigram to determine which bigrams

Extraction and Inverse Frequency Analysis
Input Data and extract raw text or document(s) from which bigrams will be extracted.
Step 2: Preprocessing

e Tokenization: dividing the text into individual words or tokens.
e Lowercase: Convert all characters to lowercase to ensure consistency.
e  Punctuation Removal: Removal of punctuation marks and other non-alphanumeric characters.



e FElimination of stop words (optional): elimination of common words that do not convey significant
meaning (for example, "the", and "is").

Step 3: Bigram Extraction:

e Sliding Window: Applying a sliding window technique to generate bigrams (pairs of consecutive tokens).
e Bigram Count: Counting the frequency of each bigram.

Step 4: Inverse Frequency Analysis:

Inverse Document Frequency (IDF) Calculation: Calculating the IDF for each bigram, which S

important a bigram is across all documents. The formula for IDF is:
& bigram in a

am in the document.

Step 5: Bigram Weighting with TF-IDF Calculation Multiply the freq,
document by its IDF to obtain the TF-IDF score, which represents the importance 8

Step 6: The final output is a list or matrix of bigrams with their correspon@& TF-IDF scores or inverse

frequency values. ,

3.5 Feature Integration

To consolidate multiple indicators of automated contepgl nglcileature set that improves detection
accuracy. This block integrates the features obtained from bot SRL s and the Bigram Inverse Frequency
Analysis.

Steps in Feature Integration:

e Combine Features: Merge the features extrai from SRLD and BIFKT to create a comprehensive
representation of the text da

e Normalize and Scale: Norigli tegrated features to prepare them for the decision-making stage
figure 6.

Combine Features
(SRLD and BIFKT)

An Bigram Inverse
dF ) Frequency Analysis
Normalize and scale
Integrated Feature set prepare for Decision
Making

re ure extraction for both SRLD analysis and the Bigram Inverse Frequency Analysis

3.5.1Algorithm for Feature Extraction from Bigram Inverse Frequency Analysis (BIFKT)
Input: Text data
Output: Bigram Inverse Frequency Feature Set.

Steps 1: Preprocessing:



e Remove unnecessary characters (punctuation marks, special symbols).
e Convert text to lowercase.

e Tokenize the text into separate words (tokens).

e Remove stop words (optional) to focus on meaningful terms.

Step 2: Bigram Extraction:

e Using a sliding window approach generates bigrams (pairs of consecutive words) from the tokenized t
e  Count the frequency of each bigram in the text.

Step 3: Inverse Frequency Calculation:

e Calculate the document frequency (DF) for each bigram across all documents g., of

documents containing the bigram).
e  Compute the Inverse Document Frequency (IDF) for each bigram usi ula’

N
IDF =log————
W) =108 33 B
where:
N = Total number of documents.

DF(w) = Document frequency of the bigram www.

Step 4: TF-IDF Calculation:
For each document, compute the Term Frequency (TF) a ora alculate the TF-IDF score for each
bigram using the formula:
J g d)

where

TF(w, d) = Frequency of the bigram www in docunm®

IDF(w, d)= Inverse Document Freq of the Bigram w
Step 5: Construct a feature vector fi meiiibased on the TF-IDF scores of all bigrams. Each feature represents
a TF-IDF score for a particular bi in the ent.

Step 6: Normalization and

Normalize the T L vectors (e.g., using L2 normalization) to ensure consistent scales.

Steps 1n Decision-Making:

e (lassification: Apply a classification algorithm (e.g., machine learning models) that uses integrated features
to classify the text.

e Threshold Setting: Set thresholds or decision boundaries to differentiate between human and bot-generated
text.
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Figure 7 Decision Module Architecture

The final block (see Figure 7) outputs the result of the analysis. Purpose: To
actionable result, indicating whether the analyzed text is human, or bot-generated. A b
Content Detection system integrating feature extraction, decision-making, and
following blocks: 1. Feature Extraction with two sub-blocks: 'SRLD Analygi

the user with a clear and
diagram for Human or Bot
e diagram includes the

ic Role Labeling and Dependency
egration with sub-blocks: 'Combine
Features' (merging SRLD and BIFKT features) and 'Normalize and ion Module labeled 'Human or Bot
Content Detection' with sub-blocks: 'Classification' (using m; i odels) and 'Threshold Setting' (to

c

Feature Integration, then to the Decision Module
e Output Types:

Human-Generated: If the content is

Bot-Generated: If the content is detected

sified as human-authored.
Abeing generated by a bot.

3.6.1 Algorithm Steps Decision Mo r Bot Content Detection)

This process integrates fc

om both SRLD analysis (Semantic Role Labeling and Dependency)
and Bigram Inverse Frequen

(BIFKT) to determine whether the given text is human or bot-generated. The
process involves feature ¢ ) ion, decision-making, and providing the final output.

RLD Analysis:

antic roles (e.g., agent, action) and their arguments.

ine dependency relations between words (e.g., subject, object, modifiers).

res from Bigram Inverse Frequency Analysis (BIFKT):

erate bigrams (pairs of consecutive words) from the text.

Calculate the TF-IDF scores for each bigram to capture their importance across documents.

2. Feature Integration:
o Combine Features:
=  Merge the features extracted from both SRLD and BIFKT to form a comprehensive feature set
representing the text.
o Normalize and Scale:




= Normalize the combined features to ensure consistent scales for further analysis.
3. Decision Module: Human or Bot Content Detection:
o  Classification:
= Use a classification algorithm (e.g., machine learning model) that takes the integrated features as input\
= The model is trained to classify the text as either human-generated or bot-generated based on patterns i
the integrated features.
o  Threshold Setting:
= Define thresholds or decision boundaries to differentiate between human and bot-generated conte

model uses these thresholds to make a binary decision.
4. Output: Detection Result:
o Human-Generated:
= If the content's features align with patterns typically found in human-aut/\ﬁ ut is

classified as "Human-Generated."
o Bot-Generated:

= If the features match patterns commonly found in bot-generate
"Bot-Generated."
o Purpose:
= The output provides a clear and actionable result to the user, latin g®vhether the analyzed text
is likely human or bot generated.

e output is classified as

Iv. Results and Discussion
The proposed approach, combining Subspace Radati icon LD) and Bigram Inverse Frequency

Key Term (BIFKT) analysis, effectively distingyg an and bot-generated content. The results show
accuracy by leveraging both semantic and
ic relationships within the text, identifying
discrepancies in lexical depth and context, whicg®tten present in bot-generated content. The BIFKT analysis,
gf bigrams, revealing unusual patterns that signal automated
text generation. The discussion highlights that comi%g@g SRLD and BIFKT creates a robust feature set that
le patterns in bot-generated text. Normalizing and scaling these features
ithm, leading to precise decision-making. However, the approach
may require adaptation to handle more sophisticated bot tactics.
tures both semantic and syntactic irregularities, it may still face

ensure balanced input to the classif
is dependent on the quality of i
Additionally, while this me

offers a comprehensiyg 2 e strategy for automated content detection, but continuous refinement is
necessary to maintai

Table 1: Analysis of precision_score performance
Number of | SVM% | RFC % RNN % SRLD with

Text files BIFKT %




Table 1 shows a positive value in the percentage of relevant events, as described in the perfo
analysis. For the binary classification bias classification problem, the accuracy rate is divi

25 40 48 55 60
50 47 53 58 67
100 54 68 73 7
150 62 74 80 85
200 75 80 87 91

true positives and false positives.

Figure 8 compares different
outperforms other algorithms. In e

No.Of Text File

Random Forest Classifier (RF
method, Subspace Relative
key term (BIFKT) is 91% mor

?‘0

e

sensitivity i

200
150
100

80

Precison score in %

Sensitivity score in %

86
93
Gy
25 50 100 150 200
No.of.Text

Figure 9 Sensitivity Performance

current Neural Networks (RNN) is 87%. In contrast, the proposed
LD) for semantic structure analysis and bigram inverse frequency
urate than previous methods.




Figure 9 shows the sensitivity used to evaluate the model performance. This is because you can see how many
positive examples the model identified correctly 91 % achieved by proposed SRLD with BIFKT.

25 50 100 150
No.of.Files

Specificity in %
100
o 72 82 577 74798085
-; 80 65 65 656970y 70
55, 55
Gc 60 48
© 4
8 40
Q
[}
0

Figure 10 Analysis of specificity performanc

ar@l. This is because you can see how
ods, SVM is 74%, RFC is 79%, and
oglficity better than previous methods

RNN is 80% but the proposed SRLD with BIFKT method 85%
using 200 Files.

Table 2: Analysis of Detection Accuracy

Number of Text files SVM % % RNN % SRLD  with
BIFKT %

25 48 51 58 60

50 52 65 69

100 6 72 78

150 8 78 84 89

200 82 91 95

Table 2 describes how to W@iably recognize text and create different user levels. Compared with existing
approaches, the prop more significant effect on the efficiency of leaf detection.

Accuracy_scorein %
100
—
< 80 — 93
c 8
S, 60
Q
@©
0 5 40
o
Q
< 20
0
25 50 100 150 200
No.of.Files

Figure 11 Analysis of Detection accuracy




Figure 11 Compares the detection accuracy figures of the different approaches. Compared to other algorithms,
the proposed implementation produces an excellent performance of 95%.

Table 3 Analysis of False Score

Numb | SVM RFC % | %RNN SRLD

er % RNN with
Text BIFKT %
files

25 38 36 32 30
50 36.5 33.2 32.1 29.4
100 42.1 40.5 36.2 32.1
150 45.8 43.1 425 34.2
200 55.2 49.04 49,5 40.8

Table 3 describes the false rate (FR) and compares different text data ig berfor e errors. The

proposed method minimizes errors in training and Data testing.

FALSE RATE IN % ,

—0—SVM % —&—RFC 9

== RNN % —— D IFKT]

60

FRIN %
N
o

N
o

50 100 150 200
NO.OF.IMAGES

12 Analysis of False Rate Score

Figure 12 descrig®tr (fr) figures for When comparing the various approaches, the suggested
implementation perfq jn terms of error rate compared to other algorithms. The proposed system SRLD
with BIFKT is 4 Hecreasing false rate comparing the existing system.

ot-generated text. This method leverages the strengths of both semantic and statistical analysis
identify patterns indicative of bot-generated content. The SRLD measure provides a nuanced

LD's ability to focus on the semantic roles and dependencies among words allows for detecting subtle differences
in language use that are challenging to identify with traditional frequency-based methods alone. Complementing the
SRLD analysis, the Bigram Inverse Frequency Key Term analyzer (BIFKT) adds a statistical layer to the detection
framework. BIFKT quantifies the importance of word pairs (bigrams) by calculating their inverse frequency across a
large corpus. This analysis identifies unusual bigram distributions that may suggest automated text generation. By




focusing on bigrams, the BIFKT approach captures local context and syntax patterns that are often manipulated or
exaggerated in bot-generated text to mimic human language.

The combination of SRLD and BIFKT features creates a robust feature set that effectively represents both th
semantic depth and statistical properties of the text. The integration of these two methods enhances detection accuracy,
providing a more comprehensive approach than using either method alone. By normalizing and scaling the features
derived from SRLD and BIFKT, the detection model ensures that different types of features contribute equitably tg

decision-making, reducing false positives and negatives. Overall, the combined use of SRLD and BIF
presents a powerful strategy for detecting bot-generated content in documents. This approach ba

and bot strategies. Continuous refinement and adaptation to emerging techniques are neces
effectiveness of this method against evolving automated content-generation tactics. T
strong foundation for future advancements in automated content detection.

fra

Conflict of interest: The authors declare no conflicts of interest(s).

Data Availability Statement: The Datasets used and /or analysed during the cgrr tudy available from the
corresponding author on reasonable request. l
Funding: No fundings.

Consent to Publish: All authors gave permission to consent to sh

References

Y. Yuan, S. Shen, Z. Liu, W. Su, and Q. Zha
Access, vol. 7, pp. 145321-145331, 2019, doi: 10
H. Li, P. Zhao, and K. Liu, "Lexicon-Based Methods
Learning Research, vol. 21, no. 1, pp. 1-19, 2020.

M. A. Rezvani and F. Razzazi, "S e Analysis Techniques in Text Mining: A Comprehensive Review,"
Information Sciences, vol. 495, p

Clusteri® for Anomaly Detection in MANETS," IEEE
ACCESS.2019.2939803.
Detecting Automated Text Generation," Journal of Machine

Systems (TOIS), vol. 38, no. 1
L. Wang, D. Liu, and J.
on Neural Netwoyllf
10.1109/TNNLS.2020

4 20, doi: 10.1145/3351501.
¢ Frequency Key Term Analyzer for Detecting Bot Texts," IEEE Transactions
ing Systems, vol. 32, no. 6, pp. 2365-2374, 2021, doi:

en, and W. Ma, "A Deep Learning Approach to Detecting Automated Content Generation," IEEE
ons on Cognitive and Developmental Systems, vol. 13, no. 1, pp. 1-10, 2021, doi:
.1109/TCDS.2021.3051582.
v Kumar and M. Shrivastava, "Enhanced Lexicon-Based Methods for Content Classification," International
Journal of Information Management, vol. 55, pp. 102245, 2020, doi: 10.1016/j.ijinfomgt.2020.102245.
11. Smith, K. Patel, and J. Ho, "Advanced Bigram Frequency Models for Automated Text Detection," Pattern
Recognition Letters, vol. 145, pp. 37-45, 2021, doi: 10.1016/j.patrec.2021.02.021.




12. F. N. Al-Dhief, Z. A. Mohammed, and A. I. Talib, "An Overview of Subspace Analysis in Natural Language
Processing," Journal of Computer Science and Technology, vol. 36, no. 4, pp. 769-788, 2021, doi: 10.1007/s11390-
021-0857-7.

13. P. Johnson and E. Sanchez, "Lexicon Variation in Detecting Human vs. Bot Texts," Journal of Artificial Intelligenc
Research, vol. 69, pp. 273-290, 2020, doi: 10.1613/jair.1.12111.

14. D.Y. Kim, H. Park, and J. J. Lee, "Hybrid Models for Detecting Automated Text Generation," IEEE Transactjga
on Knowledge and Data Engineering, vol. 34, no. 1, pp. 214-225, 2022, doi: 10.1109/TKDE.2021.3071925

15. C. Zhao, J. Fang, and Y. Hu, "Bigram Inverse Frequency Methods for Key Term Extraction in Texts," Jo
Natural Language Processing, vol. 28, no. 2, pp. 45-60, 2020, doi: 10.1093/jnlp/jnla004.

16. S. Williams and R. Cooper, "Challenges in Bot Text Detection Using Lexicon-Based Measures,

Linguistics and Speech Processing, vol. 29, no. 3, pp. 123-134, 2021, doi: 10.1093/cols/jcclp
17. M. K. Lee and T. Park, "Subspace Methods for Enhanced Text Analysis," IEEE Transacti n CySmeidp
t," Jo

50, no. 4, pp. 1490-1500, 2020, doi: 10.1109/TCYB.2020.2981756.
18. K. Davis and P. Harris, "Bigram Analysis Techniques for Detecting Autory @
\

vol.

1 of Machine

Learning Applications, vol. 34, pp. 51-65, 2020, doi: 10.1016/j.mlapp.2020.0%
19. Sharma and B. Singh, "Using Inverse Frequency Analysis to Detect Text Anomal omputers and Security, vol.
92, pp. 101763, 2020, doi: 10.1016/j.cose.2020.101763.
20. V.Patel, M. N. Khalid, and Y. T. Chua, "Innovations in Lexicon Depth Measurw for ®ntent Analysis," Applied
Intelligence, vol. 51, pp. 1870-1883, 2021, doi: 10.1007/s10489-0
21. L. Chen and F. Zhou, "Key Term Weighting Using Bigram Anal
54110-54121, 2021, doi: 10.1109/ACCESS.2021.3070418.
P. Gomez, H. Rivera, and N. Clark, "Cross-Discipligas

etection," IEEE Access, vol. 9, pp.

22.

ations space Analysis in NLP," International
-135, 2020, doi: 10.1007/s10044-020-00817-1.
23.

24, bspace and Lexicon Analysis for Enhanced Text Detection,"

25. R. Sinha and A. Roy, "Advanced Te es for Bigram Inverse Frequency Calculation," Journal of Information
Science, vol. 47, no. 4, pp. 556-567@02 10.1177/0165551520949052.

26. F. Green, D. Hall, and S.
Neurocomputing, vol. 402, p

27. J.Kim and A. Lee, "Detccdis ated Content Using Bigram Analysis," Journal of Data Mining and Knowledge

28.

H. A. Johnson and L \@arci mbining Lexicon Depth with Frequency Analysis for Text Detection," Artificial
Intelliggnce 4417-4431, 2020, doi: 10.1007/s10462-020-09839-0.

29. . Robinson, "Evolution of Subspace Analysis in Natural Language Processing," I[EEE
Analysis and Machine Intelligence, vol. 43, no. 5, pp. 1643-1657, 2021, doi:
h¥ng, "Future Directions in Automated Text Detection Using Lexicon and Subspace Methods,"

Jour fA ial Intelligence Research, vol. 70, pp. 401-419, 2021, doi: 10.1613/jair.1.12501.






