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Abstract
Mobile Edge Computing (MEC)

scalability by making networke

eworks iMprove real-time data processing and system

I NPCs more responsive and flexible. MEC-based

frameworks are tested for

ncy r. on and NPC real-time performance in complex and
nd real-life user experiments evaluated the proposed system's
response times, accu tency. Python simulations of network settings with different NPC
produced massive datasets. NPC behaviour feedback was collected
various ages, genders, gaming experiences, and preferences. In low- to
arios, the edge computing framework improved NPC responsiveness with
igh accuracy, enhancing player immersion. Due to the environment's complexity
C

her conditions. Despite bugs and repetitive behaviours that suggested the Likert scale could

sity, response times increased and accuracy decreased, requiring further optimisation

be improved, the qualitative results praised the NPCs' lively conversation and realistic movements.
Edge computing improves game Al and NPC realism with adaptive responses and real-time data

processing. Scaling NPC densities and integrating edge computing with game architectures require
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more research. Next, improve NPC Al algorithms, reduce computational complexity and
scalability, and expand testing environment game scenarios. Edge computing and Al techniques
like deep learning and natural language processing can create immersive and engaging gaming
experiences. This may present new gaming industry challenges and opportunities for innovatio
Edge computing's real-time data processing and adaptive responses may change video game

player characters.

Keywords: Edge Computing, Non-Player Characters (NPCs), Real-Time Data Pggce@s

Machine Learning (ML), Reinforcement Learning (RL)

1. Introduction

As linked devices expand and real-time applications develop intricate, modern
communication networks demand quick, scalable data (g'h Traditional centralized
computing solutions that transport data to cloud serverg f eS@ng fail to fulfil autonomous

loT) ency needs [1], [2]. Williams
ike ile Edge Computing (MEC), which
ce and enables real-time data processing at the

car, augmented reality (AR), and the Internet g
et al. (2022) stated that decentralized tecy

brings computational power closer to the 0%
network’s edge, are becoming increasingly pOW@ar due to centralized processing's constraints,

especially in millisecond-sensitiv umstances (Miller et al., 2021). Mobile Edge Computing

improves network and com hnology by reducing cloud computing latency and
bandwidth (Smith & JohnsOWg2023¥80cal data processing reduces transport and centralized
model delays in ME pal to 5G and future communication infrastructures since this

decentralized method

amounts 0 to a centers and enhancing network responsiveness (Miller et al., 2021).

ap omplicated digital communication networks with different and data-intensive
n et al., 2023). Using several edge nodes to share computational chores boosts
resource efficiency, making network topologies more scalable and resilient. Smart
industrial 10T applications require flexibility because sensors, devices, and other
endpoints create large amounts of time-sensitive and location-specific data (Nguyen & Patel,
2024). Advance Al algorithms increase MEC's network-edge real-time decision-making and

adaptive data processing. MEC allows edge devices alter processing algorithms depending on real-




time interactions using ML and RL (Nguyen & Patel, 2024). Intelligent edge data processing can
improve network operations by making choices locally, decreasing the need for central data
centers, and enabling faster, context-aware responses in essential applications like smart city traffic
control and industrial automation real-time analytics Garcia et al. (2024).

The integration of MEC into communication networks to increase efficiency, scalability, &

performance in autonomous systems or mission-critical 10T applicat} @

reliability highlights this gap. Decentralized data processing and compXgig#nal capability near the
network'’s edge can boost communication networks' efficiency and respggsiW@aess utilizing Mobile
Edge Computing (Kim & Lee, 2021). Al technologies like érning and Reinforcement
Learning can increase MEC framework intelligence anggd i@ This paper fills the literature
vacuum by explaining how MEC and Al mg m elligent, adaptive, and robust
pd di

communication networks for complex ang | environments.

According to this study, Mobile Edge Com%g&ng and Al may change communication network

data processing and administration. MEC can impWve network operations by processing real-time

data at the network edge without @Entradamation, according to this study (Brown et al., 2023). This

study also analyses how d ic, contegl-aware responses from Al-driven MEC systems can

improve network adaptzi igh-demand, real-time situations. This study demonstrated that

process e latency and increase network responsiveness. Modern communication

netwo ee al data processing and fast reaction, hence decentralised computing is necessary

S

udy discovered a large research gap due to rapid network technology development and
complex real-time data processing applications. Mobility Edge Computing improves network
performance without Al. This study analyses how Al-driven edge decision-making could improve

MEC network efficiency, scalability, and agility. Mobile Edge Computing's technologies and



applications in communication networks are discussed in this article. This study uses real-time
data processing and advanced Al to evaluate how MEC could increase network efficiency,
responsiveness, and adaptability (Chen et al., 2023). To enable network engineers and Al
researchers employ MEC, the study will reveal its primary shortcomings. Mobile Edge Computin
for real-time data processing solves a crucial network and communication technology nee

improving network performance and adaptability. This paper fills the research vg

demonstrating how MEC integration with advanced Al can increase communica
efficiency, scalability, and reliability. This research will impact network architeqgle, A

computing, enabling intelligent system development for many applic

2. Literature Review
2.1 Real-Time Data Processing Challenges ,

Since digital networks were invented, researchers and crsllave fretted about processing

massive amounts of data in real time, especialigms Lcatio more complicated and linked
ich interact with players and inhabit
¥e. NPCs from role-playing games help build
gnres. Actual NPCs must be alive and have
complicated responses to the g nvironment and players. Al challenges include creating
human-like NPCs to improvgs cragion and immersion in networked systems, including
gaming[6]. NPC conduct an ctions are usually scripted and decision treed. Basic static
games work well wit} thoWP but dynamic games and real-time networked applications do
not. Stiff NPCs j \ cames fail to react to unexpected situations, reducing immersion.
Pre-pr pons cannot process and decide on data in real time for smart cities and
autono es in networked systems [7].

e Computing
data at the network edge, Mobile Edge Computing (MEC) may reduce latency and

a . This decentralized strategy favors gaming, where quick and accurate NPC answers are
essential for immersion, and real-time networked systems like smart cities, where edge computing
manages traffic and energy locally. MEC reduces latency and pressure on centralised cloud servers

via edge processing, boosting bandwidth efficiency and network performance. Reinforcement and




Machine Learning improves Mobile Edge Computing's real-time processing [11]. Edge devices
with advanced Al can analyse and respond to data in real time, helping NPCs and other
autonomous systems adapt swiftly. Al and MEC are more adaptable than centralised systems.

Smart city Al systems dynamically manage resources, enhance service delivery, and improve
®
naturally to player actions and ambient changes in real time, making gaming more im e N
exciting [12]-[14]. b
2.3 Challenges of Implementing AI and MEC

other Al-driven systems. Training ML and RL models with multiple edgg n¥
1i

urban infrastructure efficiency using edge data processing. This integration lets NPCs react j

art a ithms and

adaptable NPCs and

Mobile Edge Computing with advanced Al is technologically challg
powerful edge devices must do sophisticated computations locally to g

ks requires balancing

computing efficiency, data availability, and system latency. @inates central servers, but it

makes distributed systems harder to maintain consistenc ce, especially in large-scale,

co0 n are crucial. Mobile Edge

multi-user scenarios where data synchronizatig
Computing can make Al-driven systery

networked areas, according to recent r3 ﬂ ay

responsive and flexible, making games more 18

nte nt, flexible, and immersive across
Edge-based Al systems make NPCs more
Smart city real-time traffic control and energy
distribution data processing is opt}
show that MEC and Al can im
[17].

d by MEC, saving time and money. These developments

esponsiveness, context awareness, and real-time [15]-

While Al and Mobi uting have enhanced NPC behaviour in games and other

networked,syst

cting faster to environmental changes and learning and growing. This goal faces
tacles from decentralised processing, data management, and system integration.
al-time Mobile Edge Computing data processing may improve network NPC and
autorfomous system behaviour. MEC makes modern apps more intelligent, adaptable, and
immersive by decentralising data processing and using strong Al algorithms. Decentralised Al
processing revolutionises networked system design and management, enabling games, smart

cities, and industrial automation [18], [19]. Moreover, Al gives Edge Computing the tools and



techniques it needs. Generally speaking, Edge Computing is a distributed computing paradigm in
which software-defined networks are designed to decentralise data and offer resilient, elastic
services. Resource allocation issues for Edge Computing arise at several levels, including CPU
cycle frequency, access jurisdiction, radio frequency, bandwidth, and others. It therefore places g
high demand on a variety of potent optimisation methods to improve system performancg
systems are competent to complete this task. In essence, artificial intelligence (Al)
unconstrained optimisation problems from real-world situations and use stocha
descent (SGD) techniques to iteratively identify the asymptotically best soluti

techniques or statistical learning techniques can provide support g nce the edge.

¥ Q-network (DQN),

Furthermore, the field of reinforcement learning—which encompa
multiarmed bandit theory, and multi-agent learning—is becoming morc@ad more significant in

solving resource allocation issues for the edge.

3. Research Methodology

Mobile Edge Computing (MEC) compon al Qe data processing improve networked

system responsiveness, latency, and user t. MET evaluates real-time user interactions

and environmental changes at the network e of communication networks, minimising data

transfer to central servers and speedi@e reaction t¥hes. MEC reduces network infrastructure data

processing latency by strategica ing edge devices. These edge devices make critical

decisions quickly using sen (inte in networked settings to record real-time data) and Al

process data and inform system behaviour). An entire sensor-
edge-device commu hnnel data flowchart is needed to comprehend this process. Real-
time data g, and use flowcharts show how edge-based computing improves
king and action execution across networked systems. MEC is

pntegrate into many communication contexts, where edge computing's fast

nds, lighting, obstacles, and more. Environment sensors, cameras, microphones, and
motion detectors gather data. After collection, MQTT or HTTP/2 securely sends data to edge
devices to reduce latency and increase throughput. Strong Al algorithms create real-time NPC

behaviour at the edge. The algorithms adapt to scenarios and player actions using machine and




reinforcement learning. Shi et al. (2016) recommend edge computing for real-time NPC behaviour
adaptation because it has lower data processing latency than cloud-based solutions. Hardware and
software selection is needed for framework implementation. Complex Al computations are
possible on edge devices with powerful processors, memory, and storage. NVIDIA Jetson AG
Xavier and Intel NUC are useful edge devices due to their small size and powerful proces#

Sensor selection depends on accuracy, response time, and edge device compatibility.

ideal for secure data transfer because it can handle high-throughput data streams.

gamer '
er session.

Data analysis assesses edge-based NPC behaviour. NPC responsive?,

gameplay stages, a large dataset is evaluated. User studies include 100

and skill levels. Player sensor data, actions, and environmental changg

After four weeks, the 2 TB dataset was ready for analysis.

er satisfaction, and
system latency are examined. The large dataset allows statigg avysis and trend identification.
NPC accuracy and millisecond response times are calgglal c@nparing expected and actual

behaviour. Questionnaires and interviews me arfQ@valua yer satisfaction.

3.1 NPC Decisions and Behaviour
Dynamic dialogue and reactive Al help NPC ide. Reactive NPCs that react instantly to player

movements and environmental changes make gar¥hg fluid and immersive. Player actions trigger

NPC responses quickly and conteffu Cs can use contextually relevant and varied responses
with dynamic dialogue geneglon, makindfinteractions more interesting and unpredictable. Game-
context-adaptive dialog D0 [P enhances player immersion. Simulation-based testing and

user studies assess t

Lei, 2019

@ vds for player satisfaction and system performance (Anderson &
3.2 8e es and Solutions

a security require edge processing security. Security includes encryption, data

protocols, and access control. At rest and in transit, data is encrypted to prevent

CO restricts sensitive data to authorized users and systems (Fernandes et al., 2014). Player data

and game integrity depend on these strategies.




3.3 Scalability and Performance
The approach's scalability for large game environments with many NPCs is examined by
identifying performance bottlenecks and proposing expansion plans. Scalability issues include
managing more NPCs and complex game interactions. Distributed processing and load balancigg
optimize data management for many NPCs. Edge devices share computational load to a
bottlenecks. Distribution parallelizes data, improving performance and

(Satyanarayanan, 2017). This keeps systems responsive and efficient as games get

complex.

3.4 Proposed Approach

User studies and simulations examine how edge computing affects e Al real-time NPC
behaviour. This holistic approach evaluates system capabilities an itaWdns using technical

dbyur model simulations evaluate
at challenge NPC behaviour.
Controlling environment complexity, NPC , interaction frequency. Controlled tests

ithmsWh live gaming, Smith et al. (2020)

recommend simulation-based evaluations Oentify and optimize performance bottlenecks.

Reliable response times, NPC action accuracy, @d system latency come from iterative tests.

Simulations and user studies evajifate -based NPC behaviour system player immersion and

engagement. The user studg@fises a divghe sample of gamers with different preferences and

experience levels to eg eralizability. Brown and Green (2018) recommend diverse
escarch to capture diverse user experiences. Interviews, pre- and

e observations collect data. Surveys indicate NPC realism and

nside benefits of combining quantitative and qualitative data to justify methods. Statistics
tid¥ns in quantitative data like player ratings. Coded and thematically analysed qualitative
ycw and open-ended survey data reveals player perceptions. According to Anderson and Lei
(2019), combining quantitative and qualitative data helps understand how new technologies affect
user experience by capturing details quantitative methods may miss. Detailed literature reviews

select NPC behaviour algorithms and models. Machine learning and reinforcement learning are




being studied to improve NPC behaviour. In dynamic environments, reinforcement learning makes
NPCs adaptive and responsive, according to Silver et al. (2016). Simulate these methods to find
the best for real-time edge-based processing. Considering edge computing and game Al
architecture and technical requirements. Edge computing processes data in real time with lo

latency and bandwidth, enabling complex game NPC responsiveness. Data transmission protq Q

and sensor types are chosen for feasibility and efficacy.

We analyse performance bottlenecks and propose expansion plans to assess sy @ y.
Assess its ability to handle more NPCs and complex game interactig anagemrent is

arayqgn (2017)'s

optimised by load balancing and distributed processing for many
edge computing system scaling challenges and solutions in varioNgadPplications emphasise
rypted, transmitted

scalability. Security for edge-processed player data is advised. Playe? 1
des et al. (2014) say edge

securely, and restricted to comply with data protection la
computing environments need strong security to build tigst eVt data breaches. Simulation-

based testing, user studies, scalability, and se erns e edge computing framework

for NPC behaviour. Following Anderson g 19) ¢ Al research best practices, this dual

approach highlights the system's technica ilities and performance metrics and provides

crucial player experience insights. Tehnical dSS@&iptions, rigorous testing, and user experience

support edge-based NPC behavio tem evaluation.

4.5 Software and AnalygX Tool.

Software and analysi ta accuracy and completeness. Data analysis, organisation,
visualisation, and nurfg hipulation used Python, pandas, matplotlib, and numpy. In various
0 clear, detailed NPC behaviour system performance metrics graphs
and ch 1 ment learning and machine learning Al with TensorFlow and PyTorch.
t researchers train and test AI models in reliable environments to compare
s accurately analysed and interpreted user study and simulation data. Numerous
nd user studies evaluated the NPC behaviour system's real-time performance and
experience. Custom Python environments simulated game scenarios with different NPC

densities and environmental complexity. We measured response times, accuracy, and system

latency using large simulation datasets. The user studies collected quantitative and qualitative



player satisfaction and engagement data from pre- and post-study surveys and in-game

observations.

4. Results and Discussion

This table 1 shows study participants' age, gender, gaming experience, and preferences. It clas
participants and percentages. Participant demographics are shown in the sample selecti QLata .

assess representativeness and diversity. The participants are 18-24, 25-34, 35-44, a e
largest sample group is 25-34 (35%), followed by 18-24 (25%), 35-44, and 45

FPS, Strategy/Simulation, and Sportgffa erences. Popular genres include
Action/Adventure (30%), RPG (25%), FF @

(10%). This variety of gaming preferences e

Gtrategy?simulation (15%), and Sports/Racing
es that the study captures a wide range of player

experiences and interests, revealing different®amers interact with NPCs.
Table cripgraphics and Sample Selection
Demographic y Number of Percentage
Factor Participants (%)
Age 25 25%

25-34 35 35%

35-44 20 20%
45 and above 20 20%
der Male 60 60%
Female 35 35%
Non-binary/Other 5 5%
Gaming Experience  Less than 1 year 10 10%

1-3 years 30 30%




3-5 years 40 40%

More than 5 years 20 20%
Gaming Preferences  Action/Adventure 30 30%
Role-Playing Games 25 25% :

(RPG)
First-Person Shooters 20 20%
(FPS)
Strategy/Simulation 15 %
Sports/Racing 10 10
Table 2 shows player NPC realism and engagement Likert scale ratin table shows average

ratings and standard deviations for each feedback aspect to unders? er opinions' central
tendencies and variability. Feedback on participant observati Jd@PPC behaviour is qualitative.
These quantitative and qualitative metrics show player opi t @2 and 0.8 standard deviation,

feedback praised the NPCs'

most players rated NPC realism somewhat to gery

' h Players suggested fixing realism-
A L@Popinions were subjective. Average rating is 4.0,

standard deviation 0.9. The qualitative feedba®

lifelike movements and reactions, imp
detracting glitches. NPC interactions were

showed that dynamic dialogues and responsive

interactions added depth and int Many participants reported repetitive NPC behaviours,
suggesting complex interactio . Me highest feedback rating for responsiveness, another
important NPC behaviour wa with 0.7 standard deviation. Fast and accurate NPC

most players. Quick and contextual NPC responses were
praised. Edge-based provides real-time data processing and responsive NPCs, as shown
by the hig e feedback. Players gave NPCs a 4.1 average rating and 0.8 standard
to their actions and environment. NPCs responded well to player actions

ynamics, according to qualitative feedback.

Table 3. Player Feedback on NPC Realism and Engagement

ack Likert Scale Average Standard Key Themes from
Aspect Rating (1-5) Rating Deviation Qualitative Feedback
NPC Realism 1- Very 4.2 0.8 NPCs exhibit lifelike

Unrealistic movements and reactions




2 - Somewhat Some occasional glitches

Unrealistic observed

3 - Neutral

4 - Somewhat

Realistic

5 - Very

Realistic

NPC

Engagement

1-Very 4.0 0.9 ns a

Unengaging an depth to

2 - Somewhat dialogues keep

Dypa
éers interested

Unengaging

3 - Neutral

4 - Somewhat

Engaging

5 - Very
Engaging

Responsiveness

1 - Very Slow 5 0.7 Quick NPC responses

enhance player immersion

2 - Som at

Responsive

- Very
Responsive
A ity 1-Very 4.1 0.8 NPCs adapt well to player
Inflexible actions and environmental

changes




2 - Somewhat

Inflexible

3 - Neutral

4 - Somewhat
Flexible
5 - Very
Flexible

The table 4 contains carefully defined simulation environment pa re omputing

NPC behaviour model testing. The researchers simulated 10 to 50 NP 00 square metres in
the game environment to test system performance and NPC interactions' pnteraction frequency

was 5-20 per minute to capture player-NPC dynamics an eal-time processing. Low,

medium, and high environmental complexity games ha er@it obstacles, dynamics, and
pathways. This parameter managed NPC hehavi in ingly complex scenarios to
demonstrate the edge computing frame bi and robustness. Data collection and
computational resource management too inutes in the simulations. Game interactions

like player movements, gestures, and comma@a were simulated. Players' varied actions tested

real-world NPC behaviour models ctive Al and dynamic dialogue generation NPC behaviour

models tested show the sys ptability. High-resolution analysis allowed precise

measurement of system pe rics like response times and NPC action accuracy by
collecting data ever ally, day/night, clear/rainy environments tested the edge

computing frameworf e to different game contexts, ensuring its robustness.

Table 4. Simulation Environment Parameters

Description Value/Range
Number of NPCs per unit area within the 10-50 NPCs per 100m?

game environment

Average number of interactions between 5-20 interactions/min

Frequency NPCs and players per minute

Environmental Number and variety of obstacles, dynamic ~ Low, Medium, High

Complexity elements, and pathways




Simulation Duration  Total time duration for each simulation test  30-60 minutes

Player Actions Types of player actions recorded during Movements, gestures,
Captured simulation commands

NPC Behavior Different Al behavior models tested (e.g., Reactive Al, Dynamic
Models reactive Al, dynamic dialogue) Dialogue

Data Collection Frequency of data collection during Every 1 second
Interval simulation

Environmental Specific settings within the game Cle
Settings environment (e.g., lighting, weather)

The main metrics are response times, accuracy, and system latency, o in table 5. Metrics

are needed to assess edge computing NPC behaviour system efficiency sn fectiveness. For low

NPC density and environmental complexity, the system has illisecond response times,

works well. Medium NPC densities increase res se times from 80 to 150 milliseconds and lower

accuracy from 85-92%. System 1 rises 60-100 ms. These changes demonstrate how NPC
interactions and environme affect system processing capacity, suggesting
performance optimisation. 110 illisecond response times and 80—-87% accuracy, high

NPC density challengg S System latency is 90—130 ms. This shows that high-density

scenarios strain the s ting accuracy and responsiveness. A detailed scenario comparison

shows th m s in low- to medium-density environments and critical areas for
impro t MggompleX high-density environments. This table 5 is essential for research analysis
beca ws e NPC behaviour system's performance under different conditions. It helps

edge computing framework for more gaming environments by showing the system's

n simpler environments and potential bottlenecks in more demanding scenarios.



Table 5. Performance Metrics of NPC Behavior System

Scenario Response Accuracy of System Comments
Time (ms) NPC Actions Latency
(%) (ms)
Low Density, Low  50-100 95 30-50 Few NPCs, mininO

Complexity obstacles

Low Density, 60-110 93 40-60 Few NPC @ s
Medium bstqaes
Complexity

Low Density, High  70-120 90 50-70 w NPCs, many
Complexity namic elements
Medium Density, 80-130 92 6 , Moderate NPCs,
Low Complexity minimal obstacles
Medium Density, 90-140 89 Moderate NPCs,
Medium moderate obstacles
Complexity

Medium Density, 100-150 85 80-100 Moderate NPCs,
High Complexity many dynamic

elements

High Density, Low 110 90-110 Many NPCs,
Complexity minimal obstacles
High Density, 83 100-120 Many NPCs,
Medium moderate obstacles

Com

] 130-180 80 110-130 Many NPCs, many

dynamic elements

roughly compares Al NPC behavior-improvement methods. Assessments include ML,
brid, rule-based Al, and traditional heuristics. This comparison compares NPC accuracy,
system latency, response times, and player satisfaction. The comments section explains each Al
technique's pros and cons and practical applications. Machine learning responded in 90

milliseconds with 88% accuracy. ML's system latency was 50-70 ms and player satisfaction 4.1.



The comments show that ML balanced responsiveness and accuracy, making it ideal for dynamic
games. Performance varied, especially under computational loads. Reinforcement learning
improved accuracy to 92% and response time to 80 ms. RL had 40-60 ms latency and 4.5 player
satisfaction. The comments showed that RL's adaptability and interaction learning made i

effective in unpredictable environments. Players liked RL's realistic and contextual behaviou

accuracy, and 70-90 millisecond system latency. This me

(3.5). Modern games were too complex and dynamic ra

repetitive and unrealistic, players wanted b

Table 6. Compara lysis of Al Techniques
Al Technique Response  Accuracy stem Player Comments
Time (ms) PC Latency  Satisfaction
on (ms) (1-5)
Machine 704 50-70 4.1 Good balance of
Learning a responsiveness and

accuracy
92 40-60 4.5 High adaptability,

better performance

in dynamic
environments
id (ML +  50-90 95 30-50 4.7 Best overall
RL) performance, highly




responsive and
accurate
Rule-Based Al  80-120 85 60-80 3.8 Limited flexibility,

higher latency in

complex scenari
Traditional 90-130 80 70-90 3.5 Outdated 3
struggles

Heuristics

Table 7 presents performance metrics of the NPC behavior sys
specifically with 50, 100, 200, 500, and 1000 NPCs. The table inc ponse times, action
accuracy, system latency, CPU, and memory usage, offering insight into hS&@athe system scales. At
50 NPCs, the system responds in 50—80 milliseconds with 9 2asgcc@cy, utilizing 40% CPU, 2.5
GB memory, and 30-50 ms latency. Comments indicate t cri@ handles this load efficiently
without performance issues. With 100 NPCs, accurag¥ dec 93%, response times rise to

60—90 ms, CPU usage climbs to 50%, lateg 6 , and memory to 3.5 GB. The system

Puse increases and accuracy declines. At 200

yxtend to 70—110 ms, CPU usage reaches 60%,

performs well under moderate load, but

NPCs, accuracy drops to 90%, response time

latency hits 50—70 ms, and memo ge grows 1o 4.5 GB. The system shows strain under this
load, needing improvements i resource efficiency. With 500 NPCs, accuracy further
drops to 85%, response tim&Q&each 0 ms, CPU usage peaks at 75%, memory usage hits 6

GB, and latency rangg 0 ms. This load significantly impacts system performance,

ization. At 1000 NPCs, accuracy declines to 80%, response times
increase S, &0 usage hits 90%, system latency is 70-90 ms, and memory usage
climbs stem struggles under this heavy load, revealing performance bottlenecks
that rgguir y research and optimization. This table is critical for understanding how the
orms across various scales, revealing strengths and weaknesses essential for future

al@oame development.




Table 7. Scalability Test Results

Number Response  Accuracy System CPU Memory Comments
of NPCs  Time (ms) of NPC Latency Usage Usage
Actions (ms) (%) (GB)
(%)
50 50-80 95 30-50 40 25 System
optimal
miqMnal y

d higaccuracy
100 60-90 93 40-60 50 3.5 light increase in

latency, maintains

, igh accuracy

200 70-110 90 50-70 60 . Noticeable

increase in
response time and
latency

500 80-130 85 60- 75 6.0 Higher load
impacts

performance,
accuracy drops
1000 100-150 70-90 90 8.5 Significant

performance

degradation, high
\ resource usage

Fram@pork Architecture Diagram shows edge computing improves real-time game NPC

ha processing in figure 1. In the top-left diagram are motion detectors, cameras,
mictophones, and environmental sensors. Sensors track player actions and environmental changes
to create adaptive NPCs. Edge devices receive sensor data. The diagram centres edge devices to
emphasise their role in near-source data processing. These devices collect, process, and transmit

data. Data Collection collects sensor data, Data Processing interprets it using ML and RL, and Data




Transmission sends it to other system components. The diagram's bottom-left and right corners
use edge device data. The bottom-left Gaming Environment shows NPC-player interaction. Edge
devices send processed data and NPC commands to this environment, allowing NPCs to react
instantly to player actions and environmental changes. A seamless, immersive gaming experience
with responsive, contextual NPCs. Bottom-right diagram shows Cloud Storage for long-term Q

and model training updates. Cloud storage stores data backups and model updates to 1 C

<

loud Storage

&g NPC Behavior

) — | Adaptation

models without affecting real-time processing.

Sensors & Data
Collection

Data Processing — ’ em

Al Model Training @ Rea;::::;:tr::‘fﬂ

re 1. Framework Architecture Diagram

nsor data collection, processing, and use. A flowchart shows how edge

ion detectors, cameras, microphones, and environmental sensors. Sensors record
ents, gestures, commands, and environmental conditions to create a dynamic dataset.
ed centre-edge flowcharts. Edge devices store, process, and send data. Collectors
prepare sensor data for analysis. Data processing module NPCs receive real-time insights and
commands from ML and RL algorithms. Finally, the Data Transmission module sends system
components processed data. The flowchart uses processed data twice. First, the Gaming

Environment at the bottom-left of the flowchart processes data to adjust NPC behaviour to player



actions and environmental changes. Real-time NPCs improve gameplay. Second in the flowchart
is bottom-right Cloud Storage. Long-term data storage includes model updates and training. Solid
arrows represent real-time data collection and processing, while dashed arrows represent cloud

backup and updating. This detailed flowchart shows how edge computing can improve gamin

NPC behaviour with real-time data.

Data Flowchart: Real-Time Data Processing in Mobile Edge Computing

Data Collection from Sensors
(Motion Detectors, Cameras,
Environmental Sensors)

Edge Devices
(Data Collection, Data Processing,
Data Transmission)

Cloud Storage
(Long-Term Data Storage,
Model Training & Updates)

Network Nodes
Processing and Relay)

re 2. Data Flowchart

w, medium, and high NPC density and environmental complexity. According to
NPC density and environmental complexity cause 50—100 millisecond response
nder easy conditions, system responds quickly. Medium and high environmental
complexity increase computational load and response times from 60 to 120 milliseconds at low
NPC density. System strain from NPC interactions increases response times to 80-150

milliseconds in medium NPC density scenarios. System performance is affected by high NPC



density and environmental complexity, which have the highest response times, 100 to 180
milliseconds. In low- to medium-density scenarios, the edge-based NPC behaviour system excels,

but in high-density, complex conditions, it needs improvement.

In performance metrics research, Figure 4 shows system latency across load conditions g

environmental complexity as a line graph. Millisecond system latency against low, medium

high load is shown. Each load condition is analysed with low, medium, and high enyg#® .

complexity. This method shows how NPC count and gaming environment complggt

NPC Response Time Distribution Across Diffeg
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Figure 3. NPC Response Time Distribution

w-load scenarios, all environmental complexity levels have lowest system latency.
exity environments have 30 ms latency, medium 40. Low-load, complex environments
0 ms latency. This system works best under low load and maintains low latency as
environmental complexity increases. Edge computing efficiently processes real-time data with few
NPCs and interactions due to low latency. Every environmental complexity increases system

latency at medium load. For medium load, low complexity environments have 50 milliseconds



latency, while medium has 60. Medium-load, high-complexity environments have 70-millisecond
latency. System processing and latency increase with NPCs and interactions under medium load.
This trend shows the need to optimise system processing for moderate load increases without

performance loss. NPC density and environmental complexity affect performance because syste

latency peaks when loaded. In high-load scenarios, low complexity environments have 70, me
80, and high 90 millisecond latency. The system can handle high loads, but latenc

processing and resource management bottlenecks.

System Latency Across Different Load Conditions and Enyj
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Figure 4. System Latency Graph
Playe ck arch requires Figure 5, a histogram of player ratings on NPC realism and

stogram player ratings range from 1 to 5, with 1 being "Very
nengaging" and 5 being "Very Realistic/Engaging." Players' NPC realism and
ement ratings are shown in the histogram. The histogram shows that most players rated NPC
realism 4 or 5, with high concentration. The high ratings for "Somewhat Realistic" (4) and "Very
Realistic" (5) indicate that most players found the NPCs lifelike. Perhaps edge computing's real-

time data processing improves NPC interactions and gaming immersion. The lower ratings (1, 2,



and 3) indicate that while overall perception is positive, NPC realism could be improved to meet
player expectations. The histogram has many 4 and 5 ratings like NPC engagement. NPC
behaviour was mostly "Somewhat Engaging" (4) or "Very Engaging" (5), indicating player

satisfaction with interactivity and dynamics. Player engagement requires contextual NPC

Although the histogram shows lower ratings, some players may have found NPC interac

boring. This feedback suggests NPC behaviour improvements to boost engagernas

suggest player expectations can be met. These insights and quali yer Swdback help
researchers understand NPC behaviour system strengths and weakne yer feedback on NPC
realism and research analysis require Figure 5.

Distribution of Player Ratings on NPC Realj ) d&gement

Em NPC Realism
B NPC Engagement
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3
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Figure 5. Player Ratings Distribution

The study's Al to improve NPC behaviour performance metrics bar chart is in Figure 6. ML, RL,
hybrid, rule-based Al, and heuristics are evaluated. Selection and efficacy analysis of algorithms

and models require the bar chart. The bar chart shows NPC accuracy, response time, and player



satisfaction. A millisecond response time shows NPC agility to player actions. The percentage of
NPC actions that respond correctly to stimuli is shown. Player satisfaction ranges from 1 to 5 on
the Likert scale. All three bars compare Al techniques' performance. Machine learning (ML) has
90-millisecond response times, 88% accuracy, and 4.1 player satisfaction. A balanced responsg
time and accuracy boost ML player satisfaction. High computational loads caused perfo Q

inconsistencies, but ML handled dynamic game environments well, comments said. R

in response times (80 ms), accuracy (92%), and player satisfaction (4.5). RL's ada
interaction learning improve performance. RL's realistic and contextually appg¥riate
a ach has 70

was appealing, but training was computationally intensive. The hyb
ms response times, 95% accuracy, and 4.7 player satisfaction. Pla ct with responsive,

accurate ML and RL NPCs. Implementation complexity and computatio ower are drawbacks.

Rule-based Al has 100-millisecond response times, 85% yand 3.8 player satisfaction,
worse than ML and RL. Simple rule-based Al has rigid gad tallle NPC behaviours that lower
player engagement. Traditional heuristics are gamsst, 11 esponse times, 80% accuracy,

and 3.5 player satisfaction. Complexity g @ cs mu@ge modern game NPCs unrealistic and

repetitive.




Comparative Performance of Al Techniques

[ Response Time (ms) 110
B Accuracy (%)
3 Player Satisfaction (1-5)

100

100 +

90

80

60

Metrics

40 4

20

4.1 3 2 3.8 35

Traditional Heuristics

Machine Learning Rule-Based Al

increase. This graph shows s and guides research and analysis. Data on 50, 100, 200,
accuracy, and CPU usage. This detailed analysis shows the

mi s, accuracy drops to 93%, and CPU usage peaks at 50% at 100 NPCs. Systems

ing i ses computational and processing load.

00 NPCs, response times reach 90 ms and accuracy drops to 90%. Moderate system strain
is indicated by 60% CPU usage. As NPCs and interactions increase, response times and accuracy
decrease, suggesting the system struggles to handle the load. Response times peak at 120
milliseconds, accuracy drops to 85%, and CPU usage peaks at 75% at 500 NPCs. The system can




scale at this level, but performance metrics show strain, requiring optimisation and resource
management. At 1000 NPCs, response times reach 150 milliseconds, accuracy drops to 80%, and
CPU usage peaks at 90%. The system struggles to respond and accurately under load near its
operational limits. As response times and CPU usage increased, accuracy decreased, indicating

system architecture bottlenecks. The graph shows that the edge computing framework can h
moderate scalability but needs major improvements for high-density scenarios. Th

approach and analysis depend on the system's scalability, shown in Figure 7 [8], [17]

Scalability Performance Graph
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Figure 7. Scalability Performance Graph

5.9scugYon

tudy evaluated a Mobile Edge Computing (MEC) framework for networked real-time data
processing and gaming Al system NPC behaviour. Simulations and user studies examined the
framework's technical and experiential implications on end-users. For complete datasets, Python

simulations varied NPC density and environmental complexity. The datasets tested accuracy,



response time, and system latency. The investigation suggests that MEC's more flexible and

responsive NPC behaviour could improve real-time, networked application user experience.

Table 3 showed that a comprehensive dataset is needed for system effectiveness and scalability by

showing simulation environment parameters like NPC density, interaction frequency,

environmental complexity. The table showed that the system could efficiently manage 1¢
NPCs per 100 square metres and 5-20 interactions per minute. Real-time progg¥
environmental complexity were shown. Table 4 showed that the NPC behaviour s
fastest and most accurately in low-density, low-complexity environg nvirommental
complexity and NPC density increased, response times and aglP reasq requiring
optimisation for more demanding conditions. In Table 1, study particgu¥ age, gender, gaming
experiences, and preferences were shown to ensure diversity. For coggp/&@aplayer feedback on
NPC behaviour and engagement, diversity was needed. Ou ﬁiz was balanced, with the
majority aged 25-34 and one to five years of gaming exger D

4s

to this representation, many
player experiences informed the study's findjg PC realism and engagement
Likert scales. According to the table, mogg realism 4.2 and engagement 4.0. In

qualitative feedback, players liked lifelike vements and dynamic dialogues but noted

MEC frameworks with advanced Al techniques ' Machine Learning (ML) and Reinforcement

Learning (RL) improve real-tim@fdegasme-making but increase computing demands. This can
strain network bandwidth igpWrge-scgle gfployments that balance computational load and real-
time processing. Implcaasati I-driven operations over a dispersed network is difficult,

prk "architectural refinement to support such complex capabilities

C's real-time gaming, autonomous systems, healthcare, and industrial
dvancements will shape networked communications. To improve communication

0 EC, research should focus on data processing efficiency and MEC integration with 5G
and other forthcoming technologies. MEC makes next-generation communication infrastructures
more scalable, flexible, and intelligent for real-time applications. This study prepares Mobile Edge

Computing to alter real-time data processing and management and boost network and



communication efficiency. MEC can revolutionize communication networks by solving challenges
and enhancing technology, enabling unparalleled responsiveness, adaptability, and user

involvement.

6. Conclusion and Recommendations

scalable, efficient, and responsive as network environments becomggfore cOmplicated and data-

computin

time in

ement is edge-optimized data processing. Edge device processing is reduced by these
algorithms prioritizing vital data streams and automatically filtering superfluous data. Edge
devices must work in severe settings for real-time networked systems. This study is limited to

aspects related to the confluence of Al and Edge in eight application areas from a global



perspective for the purpose of big data analytics at the edge. In this sense, this article focuses only
on papers that deal with edge learning in distributed edge-based architecture. It only touches on

task and resource management and the different feature challenges of edge in a limited way.

Research Implications

Mobile Edge Computing (MEC) minimizes latency and speeds up responses to external sti
making systems more responsive and efficient, especially in real-time data processi

indicated. MEC appears to increase networked system performance, making the

reduction boost communication, smart cities, and autonomous systemS\gif processing and acting

on crucial data fast, MEC boosts communication network reliabili?n iciency. Real-time

financial transactions and emergency response necessitate T processing.

This study highlights networked system scalability@Sc e effective data processing

g pOR@larger and more complex environments.
; g¥lcvices and sophisticated interactions without

slowing. Big, interactive smart city, industri®

solutions are needed as communication net

MEC allows network infrastructure man®
automation, and other real-time data processing

systems demand scalability. MEC cga be appliedWith deep learning and NLP, according to this

study. Networked systems can bed@m er, adaptive, and contextualize interactions employing
real-time data with MEC a I. Int n could improve communication networks and other
real-time applications bIY@AIng smarter, autonomous systems that learn and react fast.
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