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Abstract: 

The scientific community has shown a keen interest in the application of big data analytics in the healthcare industry. The management 

of healthcare records is extremely challenging not just because of the sheer volume of these records but also due to the multifaceted 

nature of the data sets and the high dimensions of these records. Recently, it has been demonstrated that deep learning models are 

extremely powerful generative models that are able to progressively separate features and provide great predictive execution. When it 

comes to medical image processing, traditional algorithms have been established for a particular modality and a specific condition. 

Because of the high memory and processing needs of each neural network, it is challenging to build a system that utilises a large number 

of neural networks and a wide range of specialised image-processing algorithms. This study proposed a C-RBM and nCD-based 

multimode DBN method. In the first stage, we use nCD (neutral Contrastive Divergence) to train unimodal CRBM pathways, and in 

the second stage, we build a multimode DBN architecture using only the shared representations of the two pathways. This method 

fundamentally comprises two-stage learning techniques. A computerised method for the classification of breast and brain cancer was 

represented by the multimode technique that was mentioned above. When it comes to accuracy, the recommended methodological 

setups perform better than the alternatives that are considered to be state-of-the-art. 

Keywords: RBM (Restricted Boltzmann Machine, Deep Learning, Big Data, Deep Belief Network (DBN), Computed tomography 

(CT), Transfer learning 

 

1.    Introduction: 

Big data is becoming a vital component of all sectors due to the development of contemporary technology. 

Currently, it is a tedious endeavour to extract information and useful data from a variety of data sources. An 

increase in data storage capacity, a surge in computing power, and more accessibility of data have collectively 

encouraged the growth of big data. Volume, Volatility, Variety, Veracity, Validity, and Velocity are the six 

core problems that are being addressed by most of the solutions that are now being employed to solve Big Data 

concerns. Volume and Variety are the two Vs of Big Data features that Deep Learning (DL) primarily works 

with. This indicates that (DL) are well suited for analyzing and deriving information from massive volumes of 

data as well as data gathered from various sources [1]. Unstructured data having a variety of unknown tempos 

falls under the topic of heterogeneous data. The massive amounts of data created make it impossible to manage, 

store, handle, understand, and analyze using conventional methods. Current data analysis tools are having some 

limitations to handle enormous data. DL (Deep Learning) is best suitable for big data because it can extract 

crucial information from complex and diverse data. DL can help us to discover previously unattainable and 

practical patterns in Big Data. The sheer volume of medical data has risen considerably, and the detection of 

numerous ailments has become more difficult. In context with this, deep learning has demonstrated tremendous 

success in diagnosing or predicting several serious or terminal conditions. In this study, we mainly focused on 

deep learning methods that are vital for the early detection of breast cancer and brain cancer, two of the most 

prevalent cancers in the world [2]. 

Cancer occurs when cells in the body proliferate out of control and invade nearby tissues. One in every six 

fatalities is caused by cancer. In a healthy organism, the production of new cells serves to replace ageing 
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tissues. Sometimes, the process can go wrong. While new cells grow even when we might not need them, old 

cells would not perish when they should. These excessive cells can clump together to create a tumour. The  

 

most often examined malignant tumour in women is probably breast cancer (BC). One out of every three 

women who are afflicted will die from this disease, which is a higher mortality rate than other cancers [3]. By 

identifying high-risk individuals early on and treating them properly, the death rate from breast cancer can be 

progressively lowered. It's a disorder where cells around the breast grow uncontrollably, typically in the milk-

producing ducts called lobules. Common symptoms include breast tenderness, edoema, tissue thickening, 

bloody nipple discharge, and others. At the early stages, there are no outward signs of breast cancer. As soon 

as symptoms appear, it means the patient's breast cancer has progressed to an advanced stage. Because of this, 

it is critical to closely monitor symptoms and report them right once to prevent any surprises. Recent years 

have seen a decline in breast cancer-related deaths due to the successful use of AI advancements, which can 

predict the presence of cancer cells in a patient's body long before they show any symptoms [4]. Throughout 

their lives, one in nine women will be affected by breast cancer. Breast cancer is the second most common 

type of cancer, according to study, however exact statistics on the disease's incidence are unavailable. The fear 

of dying and the trauma of having a mastectomy make breast cancer one of the illnesses that appears to have 

a significant psychological impact on sufferers [5]. It also contains lymphatic tissue, which is part of the 

immune system and is responsible for draining waste products and cellular fluids [6]. Many distinct types of 

breast cancer can develop in various areas of the breast. For instance, fibrocystic change is a non-cancerous 

illness that affects women and causes them to develop cysts, fibrosis, lumpiness, and areas of stiffness, 

soreness, or breast pain. It's also characterised by the production of scar-like connective tissue [7].  

Histopathology images are regarded as the highest quality among existing methods for enhancing the 

examination's precision in patients who have undergone sufficient mammography and other examinations. In 

addition, histopathological evaluation can provide more precise and comprehensive data for assessing the 

effects of cancer on neighbouring tissues and conducting an analysis of the disease itself. To overcome this 

obstacle, an increasing number of studies are examining histopathological images with DL techniques to 

increase the accuracy of malignancy detection. However, pathologists find it exceedingly difficult to separate 

massive patterns of harmless areas from harmful (malignant) regions. The display of a model in directed 

(supervised) learning depends on the amount of marked (labelled) data [8]. 

After breast cancer, brain tumours are the second most deadly form of the disease. Brain tumour patients often 

have a wide range of symptoms, including but not limited to: disorientation, memory loss, behavioural 

abnormalities, seizures, and more. The intricate anatomy of the brain makes accurate tumour identification 

challenging. Tumours of the brain and other malignant diseases are characterised by the unanticipated 

proliferation of cells throughout the body. Problematic cell growth in the human brain has the potential to 

spread to other parts of the body and disrupt the normal functioning of important organs. The two main 

categories of brain tumours are primary tumours, which are considered benign or noncancerous, and secondary 

tumours, which are considered metastatic. Glioma is a common kind of cancer that, when left untreated, can 

cause a rapid decline in quality of life. Depending on their sort, location, and form, the symptoms could be 

different. The rapid infiltration of various brain tissues by this sickness exacerbates a patient's condition [9].  

To accurately classify brain images, it is necessary to segment them into cancer and non-tumor areas. This 

makes research into brain image segmentation and classification an important area of study. Segmentation is 

essential for the extraction of significant properties, which is the first step in correct categorization [10]. The 

information-rich and spatially superior characteristics of magnetic resonance imaging (MRI) make it an 

important tool in medical imaging for the detection of brain tumours. An important part in making accurate 

diagnoses of brain disorders is the automated imaging technologies. The data acquired by magnetic resonance 

imaging (MRI) is very real and exact as it does not involve radiation, which is a major advantage. 

Unfortunately, the tumor's size and shape render identification useless. The magnetic resonance imaging (MRI) 

photographs used to detect brain tumours include four slices: T1, T2, T1 contrast, and FLAIR images. 
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Consequently, MRI generates a plethora of information on the brain structures that can be used to detect a 

brain tumour [11]. 

Recent years have seen a flurry of activity in the field of medical image processing, which has spurred ground-

breaking developments in related technologies and tools. Medical professionals use a wide variety of 

diagnostic tools to learn about an organ's structure, function, and disease. These tools include X-rays, 

ultrasound, mammography, MRI, positron emission tomography (PET) etc. Each of the mentioned modalities 

presents data on human organs from a unique perspective. Medical professionals use the term "multimodal 

medical image" to describe a composite picture that incorporates data from several different types of imaging 

scans (e.g., PET, SPECT, CT, MRI, etc.) to reveal more detailed information about the patient's anatomy and 

spectral properties than would be possible with any one scan alone. The major goal of this method is to improve 

the image's quality while keeping the best and most relevant parts of each element. In turn, this makes the 

medical pictures more useful for diagnosis in the clinic. Under the broader concept of "multimodal imaging," 

several images are combined using generic information fusion techniques to address medical issues posed by 

modern medical imaging technology. 'Multimodal medical picture' and other new medical imaging 

technologies are changing the way we record medical history, make diagnoses, and conduct investigations. 

Computer advancements and state-of-the-art imaging techniques have made it possible to objectively assess 

medical imaging images. As a result, clinicians are better able to assess patients, reach valid conclusions, and 

decide on the most appropriate treatment faster [12]. 

This paper is set up as follows: sections 1 and 2 impart the theoretical background or introduction to the paper. 

Section 3 focuses on the inspiration for the theoretical features of the existing tumour detection investigation. 

Section 4 is divided into four subsections: sections 4.1 and 4.2 inform us about the modifications made to the 

existing methodology, while sections 4.3 and 4.4 detailed the proposed system. Section 5 discusses the 

evaluation of the model. Section 6 is devoted to results and discourse, and section 7 is the conclusion. 

2.    Related Research 

To familiarize ourselves with the fundamental concepts and ideas, we first review previous research on 

multiple feature selection, integration, and classification. This will set the stage for our heterogeneous feature 

selection system. 

Recent years have seen the development of several new learning frameworks [13] that aim to maximize the 

use of multi-modal data. For example, several techniques based on kernel learning have been suggested 

[14,15]. By combining several physiological data, multimodal fusion can produce results for emotion 

recognition [16]. Multimodal fusion emotion recognition research has recently emerged, with some researchers 

focusing on the unique ways in which each modality expresses emotions. Accurate identification results and 

excellent robustness are guaranteed by data-driven multiplication of several combination modes. The multi-

modal emotion detection technique, which leverages deep autoencoders to capture brain electrical interaction 

expressions, was introduced in reference [17] as an advanced solution aimed at addressing the performance 

shortcomings of several existing methods in emotion recognition. First, we use the decision tree to identify 

which traits are most crucial. The test sample is subsequently classified into one of the face expression 

categories using the solution vector coefficients, which are derived from the sparse representation of facial 

expression characteristics. Next, the bimodal deep autoencoder is utilized to combine the data from the 

electroencephalogram and the facial expressions. Accurate emotion identification is made possible by this. 

Processing big sample data will incur increased recognition costs because of feature fusion in deep learning 

models [18].  

A technique based on neighborhood rough sets was suggested by Hu et al. [19] to choose heterogeneous feature 

subsets. All these approaches work on the premise that a common feature space, where each feature is 

represented by a feature vector, may be used to find associations between the original, separate features. As a 

result, developing a more solid framework for picking heterogeneous traits is crucial. 
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Bolei Xu et al. put up a novel breed strategy for BC categorization in [20]. Using a hard visual consideration 

(attention) method, it efficiently selects a series of raw locations from the raw image; subsequently, it may use 

a different mechanism (soft-attention) to investigate the uncommon aspects of each location. Afterwards, a 

recurrent network is trained to decide how to characterise the image segment and also to predict which area 

(locale) of the segment would be examined in the subsequent time step. With its non-differentiability, the area 

choice connection uses reinforcement to smooth out the network, making it easier to handle an optimum 

method for area classification.  

A study by Liang et al. [21] employed an attention mechanism to categorise breast cancer pictures using a 

CNN technique. Photos taken by Pcam seemed to have been artificially stained with hematoxylin (H) and 

eoxin (E). However, shadowing is meaningless, and different images had different colours since the incisions 

are hand-stained by administrators. Hence, we normalised each picture separately by dividing by its standard 

deviation and deleting the average of all pixels. To address the issue of tumours having too few pixels, 

rearrange the pixels such that two are aligned in the middle of each pixel and resize the pictures from 96x96px 

to 288x288px. 

To attain sparsity inside and between groups, the group lasso model proposed by Friedman et al. [22] use an 

L2-norm regularisation. In their study, Syahmi et al. proposed comparing breast illness identification using 

two pre-existing DL network models [23]. Preprocessing images, classifying them, and then evaluating their 

performance are the standard steps in the technique. In order to determine if a DL model network is present, 

two models were utilised: ResNet50 and VGG16. These models were trained to distinguish between typical 

tumours and those that were considered odd using the IRMA dataset. Since the Adam enhancer was utilised 

and there was no completely linked layer, no regularisation technique was employed. Out of all the 

recommended models except Inception-ResNet-V2 and ResNeXt-101(32 × 4d), information augmentation 

techniques such as rotation, flat, and vertical flipping might affect the results. When comparing the two models' 

accuracy levels, we find that VGG16 reaches 94% and ResNet50 only manages 91.7%.  

To identify the most significant predictors in an integrated genomes investigation, Peng et al. [24] utilised a 

similar approach. A dual-purpose was proposed by Shahidi et al. [25]. The primary objective is to investigate 

various learning methods for breast cancer histopathology image characterization. The best accurate models 

for two-, four-, and eight-order breast cancer histopathology image databases are recognised in this review. 

We also drew ideas for our synthesis from contemporary models that have received scant or no attention in 

earlier research. Newly updated ImageNet informative index findings have been associated with models like 

NASNet, Dual-Path Net, and ResNeXt SENet. The two-overlap and eight setups were tested on BreakHis 

using these models.When using sparse group lasso, characteristics are removed from both the deleted and 

remaining groups.For the computer vision challenge of gesture identification in depth map sequences, Azad.R 

et al.[26] suggested a motion energy-based multilevel temporal sampling (MTS) method. Results on three 

publicly accessible datasets show that the suggested strategy is quite accurate, and testing has been conducted 

on a large scale. 

H. Sultan et al. [27] developed a model that uses two publicly available datasets from General Hospital, TMU, 

and Nan Fang, correspondingly, to diagnose distinct brain lesions using a convolutional neural network. The 

first information rested on tumour growths of various varieties. Another separates the three glioma grades into 

various Grading divisions. For such two data sets, their projected engineering utilized a maximum perfection 

of 96.13% and 98.7%. This simulation model is formed by multiple layers, commencing with the information 

layer that contains the previously treated images and progressing via several convolution layers.  

In [28], Kamanasish Bhattacharjee et al. investigated the Classification method of sub-atomic brain tumours, 

which is completed by designing a multi-facet perceptron, was evaluated (MLP). Particle Swarm Optimization 

and Hybrid Genetic Algorithm (HGA) are used to prepare the MLP (multi-facet perceptron) (PSO). The six 

benchmark datasets are then effectively grouped using the constructed MLP. The Sigmoid capacity dataset 

underwent grouping by GA with 100% accuracy, much as the XOR. Nevertheless, when datasets get more 
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complex, such as the iris and breast cancer datasets, the accuracy decreases to 90% when using PPSOGA2 and 

90% when using the iris dataset. 

In this paper [29], Mohamed arbane et al. devised a convolutional neural network (CNN) based transfer 

perceptual approach for predicting the order of cortical tumours from MRI images. The deployed research 

analyzes alternative CNN architectures, emphasizing on Res.Net, Xception, and Mobil-Net-V2. To develop, 

support, and analyse the intended DL simulation, the dataset employed in this study is categorized into three 

parts. Eighty per cent of the entire sample is contained in the essential subgroup, which has been altered to 

match the simulation. The excess is allocated accordingly for certifying and putting the structure through its 

trials. This framework yielded the highest results, scoring 98.25% for accuracy and 98.43% for F1-score, 

correspondingly. 

Hasan Ucuzal et al. expounded upon the notion of electronic programming capable of diagnosing brain tumours 

(glioma, pituitary, meningioma) through the utilisation of convolutional-neural organisation derived from deep 

learning calculations and high-precision T-1 difference enticing reverberation images. All established metrics 

for classifying the diverse array of cerebrum malignancies on the designated preparation dataset exceed 98%, 

as indicated by the performance outcomes. In total, 3061 MR image filters are available to detect growths such 

as pituitary cerebrum, meningioma, and glioma. 466 of these MR images are utilised during the inspection 

phase, while 2590 are utilised during the preparation phase [30]. 

3. Background 

3.1 Introduction of Basic DBN 

An essential unassisted DL model is a Deep Belief Network (DBN), which consists of equipped restricted 

Boltzmann machines (RBMs). It is a vital autonomous DL model, and its visualization is essential to the 

creation of DBN [31]. RBM is an instance of recurrent probabilistic Neural Network (NN) that can learn a 

probability distribution from its inputs.  

The Binary2 RBM has two-fold parameters as apparent (visible) and concealed (hidden) [14], which is the most 

prominent type of model. It consists of p apparent parameter  𝑣 = (𝑣.1  , … … , 𝑣.𝑝 ) and q concealed parameter 

ℎ = (ℎ.1 , … … , ℎ.𝑞). The two sporadic variables (𝑣, ℎ) assume the values (𝑣, ℎ)  ∈ {0,1} p +q in the current 

RBM for display the two-fold information of layers. Equation (1) gives the Energy function of EBM as follows:  

                                             E (v, h) = − ∑ 𝑏𝑖.𝑣𝑖
𝑝
𝑖.=1 −  ∑ 𝑐𝑗. ℎ𝑗

𝑞
𝑗=1 − ∑  ∑ 𝑣𝑖.𝑊𝑖𝑗ℎ𝑗

𝑞
𝑗=1

𝑝
𝑖=1                                            (1) 

where 𝑐𝑗 stands for the 𝑗𝑡ℎbias term associated with the 𝑗𝑡ℎ concealed parameter ℎ𝑗 and 𝑏𝑖 stands for the 𝑖𝑡ℎ 

bias term associated with the 𝑖𝑡ℎ observable parameter 𝑣𝑖.𝑊𝑖𝑗 also denotes the weight associated with the 𝑗𝑡ℎ 

concealed parameter ℎ𝑗 and the 𝑖𝑡ℎ visible parameter 𝑣𝑖 [32,33]. 

Nodes that comprise the same layer have no links in an RBM. As a result, a node within a visible/hidden layer 

is not linked to another node of the same layer. From the perspective of possibility or likelihood, this constraint 

is beneficial since the concealed variables are independent of the state of the visible units and vice versa, which 

are illustrated as in equation (2) as well as equation (3). 

                                                         𝑃 (ℎ𝑗. =
1

𝑣
) = 𝑠𝑑. (− ln (

1

(𝑏𝑗.+∑ 𝑣𝑖.𝑊𝑖𝑗𝑖∊𝑣 )
− 1))                                                         (2) 

                                                         𝑃 (𝑣𝑖. =
1

ℎ
) = 𝑠𝑑. (− ln (

1

(𝑐𝑖.+∑ ℎ𝑗.𝑊𝑖𝑗𝑗∊ℎ )
− 1))                                                                 (3) 

  

  where, (𝑠𝑑.)= sigmoid activation function (σ) =  
1

1+exp.(−𝑥)
, 𝑊𝑖𝑗: the weight matrix connecting the visible 

units to the hidden units. 
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Deep Belief Network (DBN) is a potent computational model which utilizes an advanced structure made up of 

various stacks of Restricted Boltzmann machines (RBM). The overall DBN addition is equivalent to the 

primary (first) layer RBM's input and its output is comparable to the last layer RBM's output. The output of 

the earlier RBM gives the contribution of each RBM after the first layer. As stated in (Fig. 1), DBN is a deep 

design that relies on the fine-tuning or adjusting phase, which optimizes the weights by reducing the entropy 

erroneous [34]. 

                                                                            

 

Fig. 1. DBN Architecture 

 

 

The goal of the RBM's learning process is to maximize the log-likelihood such that the dispersion distribution 

it learns is as like the distribution of the input data. A vanishing gradient issue was met by the subordinate for 

the sigmoid stimulation function, which caused erratic behavior throughout RBM training [35]. Deep neural 

networks(DNN) commonly encounter issues related to vanishing and exploding gradients, which can 

significantly hinder the training process and affect model performance. The proposed methodology mentioned 

in section 4.1 covers the solution to overcome the gradient problem in detail. 

 

3.2 Contrastive Divergence algorithm (CD) 

Contrastive Divergence (CD) is an efficient learning algorithm for probabilistic graphical models that uses 

Gibbs sampling to approximate the log-likelihood gradient, minimizing the difference between observed data 

and the model’s distribution to update parameters effectively.CD uses Markov-Chain Monte Carlo (MCMC.) 

to optimize the difference between observed data and samples from the current model distribution. In the 

context of training Restricted Boltzmann Machines (RBMs), the key focus lies in understanding the data type 

and its statistical properties [36], and the tuning of RBM hyperparameters. All typical RBM training strategies 

use statistics to approximate the log-probability gradient and then apply gradient descent to those 

approximations. The recent research has revealed that RBMs may be successfully educated via CD 

(Contrastive Divergence). However, certain areas, such as weight regularisation, require further refinement; 

section 4.2 provides a solution to the provided problem. 
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3.3 Spark Framework 

Correct data analysis will lower expenses and raise healthcare quality. With conventional hardware and 

software platforms, analysis is rendered impossible. It is crucial to pick the best platform for managing this 

sort of data. Apache Spark is one of the most potent frameworks for distributed computing and is employed in 

the big data environment. Spark provides a unified framework for processing diverse datasets—such as graph, 

image/video, and text data—across various sources, including batch and real-time streaming, efficiently 

addressing the complexities of big data management. Distributing DL's processes is a good idea because it 

requires a  

 

lot of computing, and Apache Spark is one of the simplest ways to do it. There are several approaches to 

implement DL in Apache Spark, as shown by the following examples: Distributed DL using Keras and PySpark 

is used by Elephas, Tensor Flow on Spark by Yahoo Inc., Distributed Keras by CERN, and Tutorial Keras with 

Spark by Qubole. A further open-source tool called DL Pipelines provide high-level APIs for seamlessly 

integrating deep learning workflows within Apache Spark. In our implementation tensorflow, Pyspark, Keras 

and Elephas python libraries are used to construct end to end deep learning pipeline. 

 

4. Proposed Methodology 

This section first addresses the clipped approach for firing the neurons (4.1) and modified contrastive 

divergence approach (4.2). Both approaches are employed to train  hidden layers and and optimize the learning 

process across bimodal pathways specifically for brain and breast cancer. After that, provide an illustration of 

the construction of Multi-mode DBN (4.3) and section (4.4) discuss about Spark Framework in detail. 

4.1 Clipped Restricted Boltzmann Machine (C-RBM) 

The clipping RBM concept, in conjunction with ReLU activation, is used to activate the neurons of 

hidden units to address the gradient problem. When masses gradually disperse, gradients become 

less noticeable; conversely, when masses explode, gradients become instantly noticeable. The 

primary idea behind this notion is to establish rules to prevent gradients from exploding.  
A clipped ReLU layer thresholds activations by setting values below zero to zero and limiting values exceeding 

a specified threshold to the clipping . Employing the clipping strategy for train RBM hidden layers can assist 

to mitigate the problem of exploding gradients. ReLU following the basic rule outlined in Equation (4). Its 

ability to introduce non-linearity without requiring complex mathematical operations makes it a preferred 

choice for many deep learning models, balancing performance and computational efficiency [37].                                            

                                                              Rectified Linear Unit = f.(y) = max.(0,y)                                              (4) 

                                                                                                            y; for y > 0 

                                                                                                            0; for y<=0            

                                             

Gradient clipping, as shown in Equation (5), limits gradients to a specified threshold z(>0). If the gradient 

exceeds this value, it is scaled to stay within the range: 

                                                             

                            Clipped. Unit. (y,z)= min.(max.((0, y),z)                                           (5) 

 

 

 

4.2 Neutral Contrastive Divergence (nCD)  

 

An established method for training energy-based inert variable models is the CD methodology, which has been 

widely used in a variety of deep learning models, such as deep belief networks and limited Boltzmann 

machines. Standard algorithms are adversely affected by certain challenges. We employ two methods to train 
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RBMs: choosing relevant data types and adjusting hyperparameters. The log-probability gradient is 

approximated using statistics in all common RBM training procedures, and gradient descent is then applied to 

those approximations. Important elements of the suggested neutral CD algorithm are the concept of unbiased 

MCMC, the clipped approach (outlined in section 4.1) and weight decay regularization to address bias and the 

vanishing gradient issue.                                                                       
                                                                      Weight Decay (𝑊𝑑1) =  ∑ 𝜃𝑖 𝑖.                                                                     (6)             

                                                                                                                

                                                                      Weight Decay (𝑊𝑑2.) =  ∑ 𝜃𝑖 
2

𝑖.                                                                    (7)                        

 

We utilised the nCD method with weight decay regularisation, as shown by equations 6 and 7, to balance the 

sensitivity and complexity of the model. Equation 8 demonstrates how this neutralising behaviour can also be 

used to enhance the loss regularisation (𝐿𝑟 ). 

                                                                       𝐿𝑟 = 𝐿 + 
𝛼

2
 . ∑  ∑ (𝑊𝑖𝑗 . 𝑚

𝑝1
𝑗=1

𝑝0
𝑖=1 )2                                                                 (8) 

 

 

 

4.3 Multi-mode DBN (Deep Belief Network) 

The DBN employs numerous stacked Restricted Boltzmann Machines in hierarchical framework and proceeds 

with a layer-by-layer consecutive learning process as already discussed in Background section. When neurons 

are being trained, traditional DBN encounters problems including the gradient problem, hyper-tuning of 

parameters, weight regularization etc. The difficulties described above are resolved, and the learning rate is 

also improved, by employing both CRBM and nCD approach as discussed in section 3.1 and 3.2. The proposed 

multimode DBN (mDBN) model is presented here for classifying the diverse cancer images. In this model, the 

pre-processing stage receives the input depicts initially, including images of breast and brain cancer. The 

preliminary and most critical stage is employing unique modality with latent variable to get low-level 

representations of each data modality in a distinct manner. To achieve this, create first-rate generative models 

for each unique modality using massive amounts of unlabeled data. Unannotated data is readily obtainable 

across an extensive range of domains, encompassing machine vision, text retrieval, speech perception, and 

medical image classification. This network uses two bimodal pathways of RBMs, one for brain and one for 

breast cancer images, to process the data. Beginning with multimodal data inputted into lower-level RBM 

layers, RBMs with hidden variables at their top-level indicate similar characteristics across modalities in multi-

platform data. 

Let 𝑉𝑙  & 𝑉𝑘  denote the visible distributions corresponding to brain and breast-specific images, as specified in 

Equations (9) and (10): 

                                                   𝑃 (
𝑉𝑘

ℎ(0)
) =         

𝑃(𝑉𝑘)

∑ 𝑃(ℎ1,ℎ0)ℎ(0),ℎ(1).
                     (9) 

                                                 𝑃 (
𝑉𝑙

ℎ(0)
) =         

𝑃(𝑉𝑙)

∑ .𝑃(ℎ1,ℎ0)ℎ(0),ℎ(1)
                                                              (10) 

 

The proposed method employs a two-stage learning process: initially, unsupervised learning generates separate 

representations for each unimodal RBM pathway (Figures 2 and 3), followed by fine-tuning to integrate shared 

representations into a multimodal DBN architecture. The brain-specific (Figure 2) and breast-specific (Figure Auth
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3) RBMs utilize clipped and neutral divergence to model real-valued image data distributions.      

 

Fig.2 RBM- Brain Pathway 

 

 

After the unsupervised phase, the Multimode DBN fine-tuning proceeds as follows: (a) Training the RBM 

layer with original and scaled data. (b) Using representative data from the CRBM's first layer as input for the 

second RBM layer. (c) Training subsequent CRBM layers similarly to ensure stable initialization. (d) Fine-

tuning the network parameters with a supervised softmax classifier. 
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                                 Fig. 3 RBM- Breast Pathway 

Fig.4 displays the architecture of multimode-DBN deep learning model for image classification. Training is 

done using a stack of CRBMs with non-overlapping blocks in the input layer. This process consists of two 

parts: training and classification. For the brain pathway and the breast pathway, separate RBM structures are 

established.

 

 

                                                                             Fig.4 Multimode- DBN 

 

Each modality (Brain and Breast) requires its own two-layer Deep Belief Network (DBN), which must be 

constructed separately before the multimode DBN can be assembled. For the Brain and Breast specific, we 

employ real-valued image inputs 𝑣𝑘 and 𝑣𝑙, whose probabilities are calculated by equations (11)  
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      𝑃(𝑣𝑘 , 𝑣𝑙 , 𝜃) = 𝑊. ∑ 𝑃(ℎ𝑘 , ℎ𝑘1 ,ℎ𝑘2 ,ℎ𝑙1 ,ℎ3
ℎ𝑘2) ∑ 𝑃( ℎ𝑘1 𝑣𝑘 , ℎ𝑘0 , ℎ𝑘1))(∑ 𝑃( ℎ𝑙1 𝑣𝑙 , ℎ𝑙0 , ℎ𝑙1))                            (11) 

The approach leverages a binary layer of hidden units distributed across multiple undirected graphs, 

multimodal DBNs capable to learn joint representations from multiple modalities. As undirected models, they 

allow for mutual influence between the low-level representations of different modalities during collaborative 

training, enabling the model to capture complex relationships and dependencies across diverse data sources.  

4.4   Spark Based Multimode DBN:  

The proposed model for brain and breast cancer prediction is trained using the BRCA and BRATS dataset. 

The datasets should be checked before pre-processing and discretizing it for cleaning. To eliminate redundant 

and missing data, as well as to correct inconsistencies, data must be cleaned. The following phase involves 

choosing the columns to work with, cleaning up missing data, and splitting the data. Our Spark-based 

architecture is made up of two basic parts: a Spark master and one or more Spark workers. The Spark driver, 

initialized by the master node, manages the execution of multiple partial models. It coordinates task distribution 

to Spark workers, which process the tasks in parallel, enabling efficient computation and model training across 

the cluster.Each worker node trains a partial deep model on an extremely small segment of the data and 

transmits it to the deep learning algorithm during each iteration (Figure.5). 

 

            Fig.5 Spark Based Multimode DBN Framework 

The master node initializes the network's parameters, such as the number of neurons in the visible and hidden 

layers, biases, learning rate, and epoch frequency, for the shared architecture. It then randomly splits the dataset 

into subsets, broadcasting them to all worker nodes along with the preset parameters. The number of splits is 

automatically determined based on the training setup. During each epoch, each worker uses Gibbs sampling to 

compute gradient approximations for their respective data subset. The master obtains a copy of the trained 

network when the training is over and initials it for a subsequent layer of RBM. The input dataset is altered 

appropriately, but the training of every other level of RBMs is essentially identical to that of the bottom-level 

RBM. The given Algorithm describes how to build a spark based multimode DBN. 

Algorithm for Spark Based Multimode DBN  

Input: Train set Y= {(𝑦1), ( 𝑦2), ..., (𝑦𝑚)}, e (no. of epoch), N (no. of layers), hyper-parameters 

Output: The trained multimode DBN model 

1: while N is not equal to 0 do 

2: Set the network hyper-parameters at the master node based on the model configuration. 
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3: Divide the training set's subgroups into multiple sets. 

4: Distribute a copy of the master's configuration settings to each worker.  

5: Distribute a subset of the dataset to every worker (Executor-er). 

6: Check for condition for both i and j. 

7.for i= 1 to er do 

 8: for j= 1 to e do 

 9: To get the approximate gradients of W, p, and q, use Gibbs sampling. 

10: Average the parameters on a regular basis and deliver the findings to the master. 

11: end for 

12: The trained network should be copied and sent to the master. 

13: end for 

14:  Configure another layer of RBM. 

15: Broadcast to all workers the global parameters, which were set as the average values derived from each 

worker. 

16: Return to step-5. 

17: End while. 

18: The master determines the final learned network by aggregating the global parameters. 

The distribution of the training work is carried out using a data parallel technique based on the above-

mentioned algorithm. On each worker computer, we keep a copy of the complete model and process various 

subsets of the training data set. 

 

5. Experimentation and Model Evaluation 

5.1 Experimental setup  

The model has been validated by several experimental evaluations. The tests were executed on an Ubuntu-

based personal computer that had a 3.40 GHz Core-i7 CPU and 4 GB of RAM. The Python 2.7 platform was 

used, along with a few programmes for basic data analysis such as TensorFlow, Keras, and Scikit-learn, as 

well as numpy, scilpy, and matplotlib. Our experimental approach is validated by comparing the suggested 

image classifier. 

5.2 Dataset and Image processing 

Data from the TCGA-BRCA and BRATS datasets are used to offer experimental proof that the suggested 

model is successful. The clinical image data set includes 85 multi-contrast MR imaging scans from glioma 

patients; 28 of these scans came from patients with mild gliomas (defined as astrocytomas or oligoastrocytomas 

according to histology) and 41 from patients with more advanced gliomas (defined as anaplastic astrocytomas 

and glioblastoma multiforme tumours). The Cancer Genome Atlas Breast Cancer (TCGA-BRCA) dataset 

contains 1,063 breast cancers along with additional histologic type annotations. 

Deep Learning Image Processing pipeline  

Step 1. Preprocess images to get one-dimensional vectors. 
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Step 2. To build the mDBN model, first load the network with typical imaging data, and then train each CRBM 

independently. 

Step 3. The Energy statistic is computed using common image data, and kernel density estimation is then 

utilised to determine the Energy control limit. 

Step 4. Applying bilinear interpolation for depict scaling and Otsu thresholding for grayscale image 

thresholding. 

Step 5. To extract features from test images, gather them and input them into a multimode-DBN. 

 

5.3 Parameters Setup 

The suggested model relies on well-chosen parameters. Both the Brain RBM and the Breast RBM routes 

utilized the values shown in Table 1 for their respective parameters. 

 

Table 1. List the values for various parameters 

Parameters: Brain RBM Breast RBM 

Visible Units: 1200 1200 

Hidden Units: 850 850 

Maximum no. of Epochs: 120 120 

Rate of learning: 0.1 0.1 

Model: Generative  Generative 

 

6.  Result 

S                        Several experiments were conducted to see how well Multimode-DBN based classifiers work. All the studies 

were conducted using the Python programming environment. After developing the nCD-CRBM-based 

multimode-DBN model, we can test its data reproducibility using the nCD-CRBM function. The enhanced 

performance of the model on the brain and breast cancer datasets is demonstrated in Table 2, which illustrates 

the precision of the dataset across various types of hidden layers using the multimodal-DBN function. In this 

test, we use several types of hidden layers consisting of 55,105,205,305,405,505,605,705 nodes in two and 

four layers. During each epoch, the input layer computes a loss function to evaluate how well the hidden layer 

is performing. Based on this assessment, it signals the necessary adjustments to each node, guiding the 

optimization process to improve the model's accuracy and reduce the error. 

                              Table 2. Classification precision by using the nCD-CRBM tool with several sorts of hidden layers 

Number Iterations No. of nodes in 

hidden layers 

Layers Precision Layers Precision 

1 120 55 2 0.8561 4 0.8650 

2 120 105 2 0.8623 4 0.8956 

3 120 205 2 0.9008 4 0.9217 

4 120 305 2 0.9258 4 0.9179 

5 120 405 2 0.9285 4 0.9231 

6 120 505 2 0.9516 4 0.9560 

7 120 605 2 0.9508 4 0.9791 
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8 120 705 2 0.9681 4 0.96880 

 

Table 2 shows how the suggested model compares to current traditional models in terms of performance. The 

four criteria used to measure performance are accuracy, specificity, sensitivity, and F-score. These 

performance requirements were established by the equations 12, 13, 14, and 15 listed below.  

                                                     Accuracy = (T.P + T.N) / (T.P + T.N + F.P + F.N)                                                   (12) 

                                                                     Sensitivity = T.P / (F.N + T.P)                                                                    (13) 

 

                                                                Specificity = T.N / (F.P+T.N)                                                                     (14) 

 

                                                                 F1-score= 2T.P/(2T.P+F.P+F.N)                                                                  (15) 

 

 

In equations (12), (13), (14), and (15), T.P, T.N, F.P, and F.N represent True Positives, True Negatives, False 

Positives, and False Negatives, respectively [38,39,40]. These metrics offer comprehensive view of each 

method's strengths and limitations, helping to evaluate their overall effectiveness and performance in 

classification tasks.  

The representation of the average loss along with accuracy curves are shown in Fig.6 for the multimode 

classification. Fig.6(a, b, and c) depicts the accuracy and the loss curve of the proposed model over the 400,500 

and 600 epochs. It is apparent that the accuracy curve has dramatically risen, and the model's performance 

significantly increases with increasing epoch denotation. The loss value of the model reduced with each epoch, 

which indicates that the performance of the model improved. This contrasts with the accuracy curve, which 

grew continuously. 

 

 

       (a) 
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         (b) 

 

                                                                                                     (c) 

Fig.6 Accuracy and Loss Graph for multimode classification 

 

7. Conclusion 

The primary goal of this research is to create a model that uses histology and MRI images to identify brain and 

breast tumours. The CRBM and multimode-Deep Belief Network (DBN) method for brain and breast tumour 

identification has been effectively implemented and applied to pictures. The model offers a joint density model 

that is specified over the entire space of possible combinations of modalities for missing data. It also performs 

effectively on activities involving discrimination. Nevertheless, it surpasses unimodal models that are trained 

on only one modality when there is only one modality available for testing. The primary objective of parameter 

initialization is to prevent the occurrence of exploding or vanishing gradients in the activation outputs of layers 

during forward propagation. The network will take a long time to converge if one of these issues occurs, 

because the loss gradients (inclination) will be excessively big or insufficient. The design we provided 

effectively yielded improved outcomes and efficiently addressed the difficulties. The multimodal DBN 

framework is inherently scalable and versatile, making it exceptionally suited for large-scale, complex 

problems. 
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