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Abstract: Because of, the increasing number of Ethi
platforms, the incidence of clickbait is becomes a sign
into clicking, has become rampant for various reason
Ambharic language, spoken by a large population, lacks suffie
authors developed a machine learning model detecting ‘and classifying clickbait titles in Amharic Language. To

Memory (LSTM), and Gated Rq
measure, the CNN model wi
to the testing data.
on how to count
Keywords: Clickl
Deep Learning Te

learning methods like Random Forest ( gression (LR), and Support Vector Machines (SVM) with TF-IDF
RU) deep learning algorithms. At 94.27% accuracy and 94.24% F1 score
in Ambharic.

facilitate this, authors prepared the first A ickbait dataset. 53,227 social media posts from well-known sites
including Facebook, Twitter, and YouT d in the dataset. To assess the impact of conventional machine
rs set up a baseline. Subsequently, the authors investigated the efficacy
g§, woid nd fastText, with Convolutional Neural Network (CNN), Long Short-Term
% xt word embedding performs the best compared to the other models, according
neesiatural language processing on low-resource languages and offers insightful advice
ificial Neural Networks, Natural Language Processing, Machine Learning Techniques,
haric Language, social media.

I. INTRODUCTION

ording oewenstein’s [1], clickbait stimulates the reader’s curiosity by creating a cognitive gap that needs to be

¢ already recognize and what we would like to recognize. Thus, they sense the impulse to click the
serves as the major foundation for clickbait studies. Clickbait appears in different forms, ranging from
cts, exaggerated headlines, and catchy wordings [2] to enticing advertisements, and misinformation campaigns
ickbait also clogs up social media and news feeds while also violating journalistic codes of ethics [4]. Clickbait is a
concern on the Internet, particularly within social networks, such as Facebook, Twitter, and YouTube [5]. It is
very challenging to identify these clickbait contents manually due to their vast number and wide distribution. It is essential
to detect clickbait content on the Internet using automated means [3]. The extensive usage of the Internet and the social
media led to the growing of the acceptance of the online advertisements, which is complemented by a disturbing spread of
clickbait content [3]. Advertisement revenue is one of the driving factors that content creators focus on, chasing how many
clicks they get while depreciating the quality of content they produce and share. This behavior and practice lead to users
feeling deceived, irritated, and unsatisfied [6]. Most of the content on websites is supported by online advertising, which
is an inevitable part of the current Internet. The economy of online advertising has become a de-facto standard. They are
run under an economic model known as Clickthrough rate (CTR). Clickbait detection is a task that falls under the broad
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umbrella of Natural Language Processing (NLP). Clickbait detection involves using NLP techniques to automatically
identify and classify clickbait content in online social media posts, news articles, and headlines [7]. It has recently gained
traction in academic research due to the growing prevalence of clickbait content in the digital world and its potential to
manipulate public opinion and spread misinformation. In Ethiopia, social media and Internet usage is growing rapidly
every year. Clickbait is being extensively used in these digital platforms; mediums that share clickbait hide behind a
financial goal achieved through reaching more people. The contents on these platforms are exaggerated and miss a
foundational context. It has been weakening media credibility and promoting the online spread of rumors and false
information [8].
The only script with African roots is the Ethiopian script used in Amharic, which is called Ethiopic or Fidel. AftgfArabic,
it is currently the second most spoken Semitic language worldwide. The official working language of the i
government is Amharic [9]. It has unique characteristics, notably a subject-object-verb (SOV) word order,
probably a result of extended contact with Cushitic languages [10]. Amharic, on the other hand, is a low-resou, gua
meaning that it has restrlcted access to the tools requlred for NLP and other cornputat10na1 hngulstlc applica
the demand

Ambaric, and it aims to address the dearth of available literature in the field. We created the it dataset in
addition to establishing baselines and contrasting the effectiveness of several neural netywe bait detection
The remaining part of the paper is structured as follows. Section 2 discussed the f the study. Section 3
explained in details about the dataset, methodology and proposed work. Section 4 mental findings and

II. RELATED WORKS
Early clickbait detection studies heavily relied on feature engineering me
different techniques can be employed such as lexical features, image-b
1earning approaches have been employed by multiple research grou

ds. discussed that to identify clickbait,
res, and user-behavior features. Machine
ify clickbait. used a machine-learning
lysis were among the fourteen sets of
components utilized to train the class1ﬁer For the study off , numerous studies have proposed a variety
of methodologies utilizing a range of traditional ma i orithms, such as Logistic Regression [2], [13],
well as deep learning techniques like Recurrent
and CNN [2], [18]. As described in [2], a general end-to-
tlcally detects clickbait was presented. Without depending

4]. The authors utilized an LSTM decision-making device known as
train a model for information discovery by identifying the fundamental
has been several research projects published targeting other languages
tudies in non-English languages include Filipino [15], Thai [7][21]. Indonesian
[3]. In the work of Klairith et al. [7], the authors proposed six different sets of
word-level embedding models for detecting clickbait in Thai language. They
the model performed well achieving an accuracy rate and F1 score of 0.98. In the
glish and Filipino headlines from social media and classified clickbaits using a neural
ord2Vec for word embedding. They were able to achieve a 91.5% accuracy level in their
a web application using BERT and a RESTFUL API that divested the computation sources
model on the cloud server. Furthermore, a more recent and broadened work that discussed

for clickbait detection was presented b
POSAM (Part of Speech Analysisgivied

structure and qualities of clickpa ]
recently. Some notable clickbait\de
[22], Chinese [5], Telug nd¥

neural networks:
crowdsourced 3
Philippines, [15

operations like stemming and POS tagging on classification performance. They utilized a medium-sized, manually
annotated Ambharic corpus and observed that stemming did not significantly affect the performance of text classification in
Ambharic. The study [26] conducted a study on automated Amharic news categorization using a neural network approach
with Learning Vector Quantization on a dataset containing 1,762 items across nine categories. [27] created annotation tools
and classification models to aid in their work, and they also researched sentiment analysis for material found on Ambharic
social media. A general-purpose Amharic corpus (GPAC), a novel Amharic fake news detection dataset (ETH_FAKE), an
Ambaric fastText word embedding (AMFTWE), and an Ambharic false news detection model are among the other
contributions that are provided [9]. sought to solve the issue of Ambharic fake news detection by utilizing deep learning
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techniques and a recently assembled dataset. Bi-GRU and CNN outperformed other recurrent and attention-based models,
resulting in a f1-score of 94% and an accuracy of 93.92%, respectively. Using a freshly curated dataset of Ambharic fake
news received from Facebook, [8] has investigated lexicon-stance based Amharic fake news detection. The experimental
fallouts demonstrated that the integration of mixture features (combining lexicon and stance) yields significant
improvements over previous lexicon-based detection approaches.

III. RESEARCH METHODOLOGY

3.1. Data Gathering- The dataset gathering of the clickbait detection is based the following three steps:

= Collecting Amharic tweets, titles, and posts from a social media through API calls or scraping, include§/Twitter

tweets, YouTube video titles, and Facebook posts.

=  (Cleaning each record to minimize the adverse effects of impurities on the model.

=  Annotating the data and consolidating it into a dataset file.
When it comes to selecting publishers from the platforms (YouTube, Twitter and Facebook), engageme e
critical factor. Publishers with a large number of followers or subscribers and high engagement rates es,

comments, replies, and shares are more likely to generate clickbait content or authentic contentgfOndthe and,
publishers with a smaller following and a lower engagement rate may be more likely to produ€e legitimate content.
topicgiand themes,

and atic sampling

Therefore, it is crucial to take a holistic approach to publisher selection, considering factors glieh
frequency of posting, and overall credibility and reputation. The study applied both puapo

methods to collect a representative dataset.
1 1)
O

The data collection process resulted in a total raw dataset instance of 53,227 gatl
statistics of the data instances across the various data sources and the clickbait natt
Table 1. Distribution of the Dataset
Data Source Number  of | Number of
Clickbait non-clickbai
YouTube 14,378 y 4 ] 25,439

he mentioned platforms. The
w in the Table 1.

Twitter 7,136 16,568
Facebook 5,164 11,220
Total 26,678 | 53,227

During the data collection process for clickbait, disting
challenge. To streamline the analysis of extensive socia
employed to select pages for inclusion in the dataset.
redirecting links, content focus, follower count a;
clickbait dataset involves cleaning the data s
fields, addressing the non-Ambharic text
translation.

gfgenuine public pages from clickbaiting ones poses a specific
’dia data for potential clickbait content, specific criteria were
gse criteria included language, timeframe, flagged pages,

ume. Overall, the dataset preparation process for an Amharic
oving missing fields, standardizing its format, removing duplicate
is showing that some of sample text of Amharic with English

bait Samples with English Translation

Am bait Sample Statements with English Translations
nNA7Ne ANg° L91.e0CT° 74 D, &t AR ANAL TIC aoG TS APTOAMT!
Don't miss out on the s of chickpeas for the problems on your face at a simple cost.

L8R FD- 67.00 NC L5 N-x:
ery day. They reward 67.00 Birr each.

eing sold at 2,000 Birr. Sell the coin now if you have it. Address is at the link.
T LA W18 Lavhm

ws... he died after falling from the plane
2% A1 Litaor: ho 3 PF
rprising and unheard facts about Firehiwot Tamiru
b7 1 O 0 240 B8 hPu-= ARIEY 64577

ent to my wife's workplace and saw the shame. Watch and judge for yourself.

3.2. Data Annotation- Sentence annotation for the purpose of identifying clickbait in Ambharic is a subjective technique.
We have defined the attractiveness of clickbait headlines as their capacity to arouse curiosity, create attention, and
persuade readers to click on the link in the instructions sent to the annotators. We have also used automated techniques
to label instances automatically following certain rules.

This study explored some options for the annotation tools to use, that include using a spreadsheet in a tabular format
to label, and a social media-based annotation tool using Telegram chatbot. The level of agreement between annotators
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is computed using the kappa () statistic. It is important to note that a k value of 1 represents perfect agreement, while

0 indicates chance agreement [29]. The Fleiss’s kappa score, a measure of inter-annotator agreement, was determined

to be 0.94.

3.3. Data Preprocessing- While it is crucial to perform preprocessing steps, it is important to exercise caution when
applying all commonly used techniques, as they may have unintended consequences for this model.

e Stopword Removal: The use of stop word removal as a preprocessing step in clickbait detection experiments can
be a topic of debate. Stop words are frequently occurring words in a language that are often removed to reduce
noise and improve computational efficiency in NLP tasks [8]. It is advisable to conduct experiments w1th and
without stopword removal to evaluate the impact on the detection performance and make an educate
based on the results obtained, where in our case several irrelevant stopwords are removed. Other pre-p
procedures such as cleaning, normalization and tokenization are also applied.

e Data Cleaning: The cleaning process involves removing special characters, symbols, punctuatio
whitespace from the dataset. Non-Ambharic text is also eliminated to ensure the dataset consists solg
content. Additionally, irrelevant numerals are removed, and long sentences are filtered out to
document length.

e  Normalization: To achieve normalization of Amharic words, [30] discussed types of
Ambharic word tokens. The first issue involves identifying and replacing shorthan
written with forward slashes ('/') or periods ('."). For instance, "9°/0." is rep
replaced with "Gov+ geyl-t." The second normalization issue addresses
spellings within the Amharic writing system. These Fidels have the sa
Although they convey different connotations in Ge'ez (the parent languag
interchangeably in Amharic. Examples of such Fidels include 4 and 0, 8 and
the word "Artist" could be written as ACtat, 0CEOt, kit - all withghe
orthography. y

3.4 Feature Extraction- As this is a newly organized dataset and fir: experiment on Amharic clickbait, we
considered the traditional feature representations techiques suc ; et the experiment, use TF-IDF (Term
Frequency -Inverse Document Frequency) and BOW (Bag of Wo . By g word clouds to visualize the data, the
on-clickbait groups can be further supported.

Ambharic), they have been used
A and v, U, h, and 1. For instance,
ae pronunciation but different

lll’

A

k]

ait. The clickbait detection models can increase the accuracy and efficacy of the detection process
eddings such as Word2Vec and fastText, which enable them to capture the semantic and contextual
ds in the language.

trainedion the first four. To provide a qualitative analysis and a quantitative metric for evaluating text classification tasks
such as clickbait detection models, there are various evaluation metrics. The commonly used metric to measure
effectiveness is accuracy, which measures how often the classifier predicts the correct label (e.g., whether a given text
content is clickbait). Additional evaluation criteria employed in the study were the confusion matrix, recall, precision, and
F1-score.

3.6 Exploratory Data Analysis- As an exploratory data analysis phase, the clickbait dataset was examined before
undergoing cleaning and preprocessing steps. Several features are extracted from the gathered dataset to gain insights into
the lexical tones present in the dataset. These features included analyzing whether a title contained a question mark or an
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exclamation mark, determining the number of words in each headline, and identifying whether a title included numeric
characters or not.

Amharic Clickbait Dataset Exploratory Data Analysis

Title has a Question Mark(?) Word Count Distribution

25000 m— Non-Clickbait m— mon-Clickbait
m— Clickbait 4000 1 m— ClickDait

3500 o

2000 |
2500
—
1500
1000
] I
o . | ii‘ll;
2o

56 7 8 91011121314151617 1815202 1222 3292 52 62
Interrogative Title Number of Words

20000

15000 -

10000 -

s000

Title has a Number

Title has an Exclamation Mark(!)

— Non-Clickbait
20000 - — Clickbait

25000 -

17500
20000 -

15000

12500 15000 -

10000
10000 o
7500
s000

so00 -

2500 -

No Yes No
Contains Number contail

Figure 2. Exploratory Data Analysis Results of the Amhar‘i#ckb Dataset
Figure 2 illustrates a notable disparity among clickbait and non-clickbaj ere the number of interrogatory words
and question mark are used. Clickbait titles tend to employ a higher num stions, capitalizing on the human brain's

prates an abundance hyperbolic language
ational, provoking, and alluring language. Both
indicating that numerical information is found in

signified using the exclamation mark, enticing re
clickbait and non-clickbait items exhibit a similar prg
both types of content to a comparable extent.

3.7 Problem Definition- As discussed by [31], The defin
be the collection of two classes, {clickbait, non-clickbait}, ¥
‘non-clickbait} sentences by another. Given a
classify each sentence into one of the two cla:
is associated with the corresponding classdab
sentences in the dataset to their respectiié classe
sentences.

3.8 Establishing Baseline- Thi
and XGBoost, with TF-IDF and

of the clickbait categorization problem is as follows: Let C
ere {clickbait} sentences are represented by one class and
et D consisting of sentences, our objective is to train a model that can
aining set ¢ consists of labeled sentences {7, C}, where each sentence

peripented with Logistic Regression, Support Vector Machine Random Forest
features to establish baseline.

the effectiveness of SVM in clickbait detection.
(RF). 1t leverages ensemble learning techniques and the strength of decision trees to effectively

suitable candidate for our research. RF models have shown promise in clickbait detection, as highlighted
udy by [14], [34] where they achieved the best results.

XGBoost. Study carried out by [34] demonstrates the efficacy of XGBoost and other Gradient Boosting algorithms
like LightGBM [23] in accurately identifying clickbait content. It is particularly adept at handling unstructured
text data by using techniques such as bag-of-words or TF-IDF representations.

3.9 Keyword Embedding- The suggested model initially gathers texts that are both clickbait and non-clickbait in order to
generate the data corpus. Following that, word embeddings of these textual contents are created, and they are then used as
input for various neural network models. [35] utilized word2vec to detect Amharic hate speech in social networks and
achieved sound results. Word2vec word-level embedding creates a 300-dimensional vector using a continuous bag of words
architecture. The fastText model enables us to construct representations for uncommon words by treating each word as a
bag of character n-grams. The authors of a study [9] investigated the application of fastText for Amharic fake news
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identification. They found that fastText outperformed traditional word embedding methods in capturing the semantics of
Ambharic words, even with limited training data.
3.10 Proposed Architecture- Figure 3 illustration of the proposed approach high-level architecture of the Amharic clickbait
detection model and the general procedures applied in the design and implementation of the various models.

i _Esl:ablish Baseline with Traditional )

ML Models
n , 0 Features
|. Data Collection . TE-1DE | | N-gram
A~ >
/I;a‘la Annotation / i
& ¢ LR sSVM
S amnarc | RF NGBoost
| Clickbait
| Dataset
- Preprocessing “-:\_\:> Data splitting ; Training Neural Network Models
1/ —D Word Embedding
Dataset Cleaning S-fold \ =
= Normalization cross-validation - ng
-Tokenization Word2vec fastText
-Stopword Removal L )
erparameter
L LSTM uning
GRU B

Best Performing

Model ﬁ

)

Figure 3. Architecture of the Proposed Cli

3.11 Model Selection- Two types of word embedding vectorization 4 achgs) were used in the study's experiments:

convolutional neural networks and recurrent neural networks, and GRU. This example makes use of
word2vec and fastText word-level embeddings.

e Long Short-Term Memory (LSTM). LSTM

lengthy term dependances among chunks o

description to distinguish between clickbaiting

nd o urrent neural network fine suited for catching
ation contained within a single news article title or post
ords among all other words present in the text. LSTMs are
particularly helpful when dealing with highly vistble topics like entertainment celebrities because they capture
relationships across different types ontextual Mformation contained within an individual title or post
description quickly and accurately. I y [16], LSTM models were employed for clickbait pattern detection
in news headlines. Additionally the use of Recurrent Neural Networks like Bi-LSTM for clickbait
exposure in Filipino and Engli
e Gated Recurrent Units (GRU). GRU is mtended to help classic RNNs overcome the vanishing gradient issue that
frequently arises and to g
to conventional RNNs,
state, increasing i

ating features that allow it to selectively update and reset data inside the hidden
1 ability to gather pertinent contextual information. By analyzing the sequential
RU can effectively capture important patterns and dependencies within the text,
tion. We observed from the works of [7], [17] where they used GRU and BI-GRU

Networks (CNN). Multiple weight matrices are combined using a convolutional neural
ich then creates a new vectorized representation of the input. A fully connected linear layer is

ndencies in text data as it was demonstrated with the works of [2], [18], leading to robust and accurate
it classification results. Recent study done by Abebaw et al., (2022) demonstrated the usefulness of CNN
text classification approach with word2vec embedding for detecting Amharic hate speech, which lead us to choose
the CNN model as the primary proposed model for Amharic clickbait detection.

the works of [21], we framed the feature extraction from the clickbait titles as vector representing the local
features within a sequence of word embeddings through the convolution step, we apply one-dimensional max pooling. By
taking into account pairs of subsequent words, irrespective of their precise placement within the wider input sequence, a
high-level feature representation with a pooling size of 2 or 3 is produced. This allows us to discard less-relevant local
information Figure 4 shows that feature extraction method.
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Figure 4. CNN Architecture for Feature Extraction of Amha
After extracting the local features, we perform global max pooling over the entire s
by one. Finally, a sigmoid initiation task is applied in the output neuron to classify a gi

v

O

IV.  RESULTS AND DISCU
4.1. Baseline Results- Our first experimental result established a
features. It was observed that the TF-IDF feature performed well when
attributed to the nature of Amharic and the characteristics of click i
the model to identify specific terms and their importanced i

(RF), and XGBoost, the accuracy, precision nd F1-score were consistently higher when using unigram features
combined with TF-IDF. The XGBoost me the highest accuracy of 90.86%, among traditional ML models
its strong performance in classifying clickbait and non-clickbait
ecall and F1-score values, consistently surpassing other models.

Table 3. Baseline nance Results using Traditional Machine Learning Techniques
Feature Model Model Recall F1-score

Engineering Accuracy Precision Model Model

0.8801 0.8847 0.8778 0.8812

0.8831 0.8661 0.9029 0.8841

0.8922 0.9161 0.8740 0.8946

XG-Boost 0.9086 0.9100 0.9095 0.9098

LR 0.8425 0.8433 0.8362 0.8402

SVM 0.8307 0.8217 0.8294 0.8255

RF 0.8683 0.8652 0.8517 0.8643

XG-Boost 0.8617 0.8595 0.8778 0.8685
Th nale behind using XGBoost in this experiment lies in its capacity to manage complex text patterns and capture
non-lihear associations. By leveraging the power of ensemble learning and combining multiple weak classifiers, Gradient
Boostinig models such XGBoost and LightGBM have been proven to effectively model intricate clickbait detection patterns,

leading to accurate predictions and improved performance [34]. It is notable that the Random Forest (RF) classifier emerged
as the second-best performing traditional model with a precision of 91.61%. It is essential to note that the Arbitrary Forest
pattern's performance was further enhanced through parameter tuning using grid search. By optimizing the number of
estimators with a value of 900 and maximum depth up to 300, the model achieved improved precision and overall
performance.

While the bigram features combined with TF-IDF still achieved reasonably good accuracy and performance metrics across
all models, they were consistently lower than those obtained using unigram features. This suggests that for Amharic
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clickbait detection, unigram features provide more informative and discriminative signals for classification, capturing the

important lexical nuances present in the language.

4.2. Experimental Results- As per the proposed architecture, after establishing baseline - we experimented on the two
variants of recurrent neural networks; LSTM and Bi-LSTM which mostly depends on the historical context of inputs
rather than the last input. We used the two word embedding vectors we prepared, word2vec and fastText to feed the
vector information along with the text sequence.

The LSTM model while using the word2vec embedding classified 9813 titles as clickbait and non-clickbait effectively,

from the total 10,646 testing set. It conceded accuracy of 92.18% and fl-cut of 92.24%. The second variation of the LSTM

model we experimented on, the bi-directional LSTM (Bi-LSTM), which is an extension of traditional LSTMs i

to enhance model performance as it can retain information from different occurrences. We also explored the use

(Gated Recurrent Units), which are computationally efficient models similar to LSTMs, but with a different arc

The GRU model using the word2vec embedding vectors correctly classified 9841 instances of titles as True E

10646. The model succeeded an accuracy of 92.44% and an fl-score of 92.50%.
Moreover, the bidirectional GRU model with fastText embeddings performed somewhat better, wit
and an accuracy of 93.07%. These findings demonstrate how well Amharic clickbait detectio

he C odel that made use
pdel's accuracy in distinguishing
between clickbait and non-clickbait text was demonstrated by the precision and f1-s¢oke for fastText embedding, which
were 93.82% and 94.23%, respectively. Figure 5's model accuracy graph, which starts atabout 87% and rises steadily with
each epoch, depicts the training accuracy's continuous rising trend. The I's ity to accurately classify the training
data improves significantly, reaching a high of 94% on the 4th epoch. T, ates that the model is effectively learning
the underlying patterns and features in the dataset.

0.95

0.99

0.93

0.92 1

0.91

Accuracy

0.90

0.89 A

— Training
—— validation

0.88

2 a 6 8
Epoch
odel Accuracy Graph for Amharic Clickbait Detection Model
alues demonstrate a positive trend throughout the training process. The validation
% on the 10th epoch. This suggests that the model can successfully distinguish between

Similarly, the v
accuracy reaches

fastText embeddings had the highest accuracy of 94.20%, which means that it accurately
percentage of titles that were clickbait and those that weren't. This outcome shows how well the

odel Comparison- the precision values among the neural network models, the Bi-GRU model using fastText
embeddings achieved the highest precision score of 93.85%. This implies that it had the lowest number of false positives,
effectively distinguishing non-clickbait text from clickbait ones as it had similarly been observed in the work of [17]. Table
4 shows the classification of Performance Results of Neural Network model.
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Table 4. Classification Performance Results of Neural Networks Model

Feature Model Used Model Model Model Model
Engineering Accuracy Precision Recall Fl1-score
LSTM 0.9218 0.9104 0.9347 0.9224
BiLSTM 0.9276 0.9360 0.9198 0.9278
word2vee  FERD 0.9244 0.9327 0.9174 0.9250
BiGRU 0.9295 0.9221 0.9382 0.9301
CNN 0.9360 0.9390 0.9343 0.9366
LSTM 0.9265 0.9193 0.9352 0.9272
BiLSTM 0.9260 0.9359 0.9177 0.9267
fastText PRy 0.9282 0.9333 0.9246
BiGRU 0.9307 0.9385 0.9243
CNN 0.9420 0.9382 0.9465

When the outcomes of the LSTM and Bi-LSTM models are compared, it becomes cleas
marginally better, attaining a higher fl-score and accuracy. The Bi-LSTM's bidire
that come before and after, providing a more thorough comprehension of the t
impact of the choice of embedding technique on the performance of neural networkin
capture subword information, appear to be more effective in capturing the nuances of Amharic language, resulting in higher
accuracy and fl-score compared to word2vec embeddings.

In general, the experimental findings indicate that the CNN model with fas
and fl-score among the neural network models, which proves its effectivét Ambharic clickbait detection. From Figure
6. The Bi-GRU model showed the highest precision, emphasizing it

LSTM Bi-LSTM GRU Bi-GRU

odel performs
ables it to consider words
esults highlight the

H Accuracy is

95.00%
94.00%
93.00%
92.00%
91.00%

90.00%

89.00%

GRU  Bi-GRU

word2vec fastText

Figure 6. Comparison of various Models

1.4. Hype met ning- As a binary classification task, it is practical to choose Sigmoid function as an output layer
ivati n. Tanh and sigmoid activation functions are better suited for recurrent layers like LSTM because
a bounded output range (-1 to 1 for tanh and 0 to 1 for sigmoid). On the other hand, ReLU activation function
monly used in CNNs because it introduces non-linearity and helps in capturing complex patterns in the vector
a. ReLU does not suffer from the vanishing gradient problem and can provide faster convergence during training

Table 5. Hyperparameter Tuning (Activation Function & Epoch) Results

Activation Function Model Used Epochs Size Model Accuracy
Used
LSTM + word2vec 10 91.74%
Sigmoid 20 92.18%
LSTM + fastText 10 92.17%
20 92.65%
LSTM + word2vec 10 90.87%
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Tanh 20 91.82%
LSTM + fastText 10 92.33%

20 92.69%

CNN + word2vec 10 93.28%

RelLU 20 93.60%
CNN + fastText 10 93.86%

20 94.20%

The results shown in Table 5 gives the accuracy when the hyperparameter tuning of different activation functigns with

explored tuning the learning rate within the range of 0.001 to 0.5. The results showed that slower learnin
0.002, 0.003) produce better performance, however slower learning rates may require running more epg

converging to an optimal solution.

For our CNN modeling technique, we utilized the different hyperparameter settings to i
we experimented with static, non-static, and random variations. As word2vec p
vectors, it was ideal for tuning the model setting with word2vec embedding rath€
technique achieves an accuracy of 93.6%. This can be attributed to the feature that no
to capture the subtle changes in word meanings and associations that may be specific toth
word embeddings during training, the model can better capture the evolving se%cs anl
the Amharic clickbait dataset. The other two CNN hyperparameters we tu indow size and dimension of the word
embedding vector. The window size, which determines the number of ing words considered as an n-gram, was

explored using values of 2, 3, and 4. This allowed for an investigatio pact of different context sizes on the
performance of the models. Additionally, the dimensions of the f&
models.

ges. Specifically,
00 dimension for all

tors were examined, with options of 100
word2vec only provides the 300 dimensions in a

Vector Dimension Tuning Result

Vector dimension Windo Accuracy Fl1-score
2 92.85% 92.82%

100 2,3 93.08% 93.11%

3.4 92.27% 92.23%

94.20% 94.23%

3 94.27% 94.24%

2,3,4 93.12% 93.07%

The numbers of n-gram are {2,
appropriate window size
The result shows th
accuracy, the highes
In summary, thr

performance o
along with 300

ector dimensions 100 and 300 were utilized in our experiment to determine an
sion for the word embedding. Table 6 contains the results of the experiment.
opriate window size is n = {2,3} and the 300-vector dimension which gives 94.27%
chieved with any of the experiments we have done on the Amharic clickbait dataset.

1 for Amharic clickbait detection. Specifically, by combining a window size of n={2,3},
f fastText word embedding, an epoch size of 20, and employing the non-static model setting
ReLU as the activation function, the highest accuracy of 94.27% and the highest f1-score of 94.24%

V CONCLUSION

arily directed on a content-based approach, considering textual components like teaser messages, titles,
dlines. The study proposed and implemented various neural network models for Amharic clickbait detection. These
incorporated word sequence and word-level embeddings using Amharic word2vec and fastText. Notably, when
g fastText embedding, the CNN model succeeded an accuracy of 94.27% and an Fl-score of 94.24%.
Incorporating attention models within deep learning algorithms can potentially improve the performance of the detection
system, especially when combined with a more comprehensive dataset. Considering social-context and user-based features,
along with engagement metrics, can provide valuable insights for clickbait detection. Exploring multimodal clickbait
detection in images such as analyzing thumbnails can expand the scope of the research. Developing user-interactive
components such as browser extensions can facilitate the identification and filtering of clickbait content. Extending the
study of clickbait classification in multilingual sense which considers other local languages can contribute to a more
comprehensive understanding of clickbait in diverse linguistic contexts.
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