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Abstract – Data from environmental monitoring can be used to identify possible risks or adjustments to ecological 
patterns. Early detection reduces risks and lessens the effects on the environment and public health by allowing for 
prompt responses to ecological imbalances, pollution incidents, and natural disasters. Decision-making and analysis can 
be done in real time when Artificial Intelligence (AI) is integrated with Unmanned Aerial Vehicles (UAV) technology. 
With the help of these technologies, environmental monitoring is made possible with a more complete and effective set 
of tools for assessment, analysis, and reaction to changing environmental conditions. Multiple studies have shown that 
forest fires in India have been happening more often recently. Lightning, extremely hot weather, and dry conditions are 
the three main elements that might spontaneously ignite a forest fire. Both natural and man-made ecosystems are affected 
by forest fires. Forest fire photos are pre-processed using the Sobel and Canny filter. A Convolutional Neural Network 
(CNN)–based Forest Fire Image Classification Network (DFNet) using the publicly accessible Kaggle dataset is 
proposed in this study. The suggested DFNet classifier's hyperparameters are fine-tuned with the help of Spotted Hyena 
Optimizer (SHO). With a performance level of 99.4 percent, the suggested DFNet model outperformed the state-of-the-
art models, providing substantial backing for environmental monitoring. 

Keywords – Forest Fire Detection, Sobel Filter, Canny Filter, Deep Learning, Spotted Hyena Optimizer. 

I. INTRODUCTION
Monitoring the environment is essential to comprehending and protecting the planet's health. It gives us vital information 
about the state of the air, water, soil, and biodiversity [1]. With this information, we can detect changes in the 
environment, evaluate the effects of human activity, and reduce risks [2]. The environment is greatly impacted by forest 
fires. They damage biodiversity, cause significant emissions of carbon dioxide into the atmosphere, and contribute to 
deforestation. Early detection enables more rapid containment and control, which helps to lessen these effects [3,4].  
     Forest fires put lives and property at serious risk to neighboring communities. Due to damage to timber, loss of 
wildlife habitat, destruction of property, and effects on tourism, forest fires can result in significant economic losses [5]. 
UAVs and AI together have the potential to industries because of their complementary advantages [6]. AI-capable UAVs 
provide unmatched efficiency for a variety of applications, including delivery services, agriculture, disaster relief, and 
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surveillance and reconnaissance [7]. Their capacity to gather enormous volumes of real-time data from isolated or 
unreachable locations offers priceless information for making decisions [8].  
      AI enhances UAV performance through autonomous flight, accurate navigation, and data analysis, facilitating quick, 
accurate, and economical operations. important part in the detection of forest fires because of their advanced capabilities, 
speed, and agility [9]. In large and remote forested areas, these technologies allow for the premature and precise 
credentials of possible fire outbreaks [10]. UAVs with thermal imaging and AI-powered sensors can quickly cover large 
areas, spotting minute variations in temperature and smoke patterns that could point to possible fire hotspots [11]. These 
drones gather real-time data, which AI algorithms can process to quickly analyze and precisely pinpoint potential fire 
locations [12]. This early detection is crucial as it allows for immediate intervention, enabling firefighting teams to 
respond swiftly and effectively, minimizing the spread of wildfires, reducing environmental damage, and ultimately 
saving lives and valuable natural resources [13]. 
 
Main Contributions 

• Forest Fire Image Pre-processing: Sobel and Canny filters are used to pre-process images taken during 
forest fires. 

• DFNet: Deep Learning-Based Forest Fire Classification Network: Convolutional named DFNet is 
proposed and implemented in use for the purpose of classifying forest fire images using the Kaggle 
dataset, which is made available to the public. 

• Optimization with Spotted Hyena Optimizer (SHO): Utilizing SHO to tune the DFNet classifier's 
hyperparameters. 

• Performance Evaluation: Findings show that the suggested DFNet model outperforms baseline models, 
demonstrating its important support for environmental monitoring initiatives. 

 
Organization of the Work  
Remaining units with reference to the paper are arranged based on: In The second section, the essential literatures 
are reviewed, and in Section 3, the projected model is briefly discussed. The results and an overview of the validation 
process are included in Section 4. A conclusion is provided in Section 5 to finish. 
 

II. RELATED WORKS 
This study contributed to understanding of computer vision by evaluating a system for smoke and wildfire detection that 
use ensembles of several CNN architectures to sequentially address two separate objectives [14]. The proposed design 
integrated two YOLO weights with a voting ensemble CNN. The operation of the pipeline was divided into two parts. If 
the CNN detected an irregularity in the frame, the YOLO construction pinpointed the source of the smoke or fire. The 
tasks that were addressed in the provided technique were detection and classification. The acquired model's weights 
performed admirably throughout testing and training. A sensitivity level of 0.98, to the accuracy of 0.99, In addition, an 
F1 score of 0.95 were the results produced by the classification model. This is the model used a learning that can be 
transferred approach regard to the classification position. That model of the detector assessment yielded a powerful 
performance. The smoke detection model achieved an average precision score of 0.85 at the threshold value of 0.5 (mAP 
at 0.5), while model that incorporates both achieved 0.76 milliamperes. The F1-score for an example of the smoke 
detection model was also 0.93. The offered deep learning pipeline demonstrated promising experimental results with 
practical application potential, despite training-related challenges such as a dearth of high-quality real-world UAV-
captured images of fire and smoke. 
     In [15] provided a comprehensive review of several methods, including transfer learning, deep convolutional neural 
networks (CNNs), with CNNs that are not heavy. Out of all the representations evaluated, using focus-based typical 
detected forest fires better than any of the others. Reiterating the efficacy of the EfficientNetB0-based model in spotting 
wildfires, the precision, recall, accuracy, and F1-score of the test all stood at 92.02%. The model was also shown to be 
applicable for wildfire detection utilizing UAVs with limited hardware, as the network's parameter size was less than the 
evaluated networks. 
     The purpose of the study by [16] was to look into and assess how well UAVs and deep learning have worked together 
to monitor and identify forest fires. Drones equipped with certain sensors and cameras allowed for immediate 
surveillance in the early stages of a fire at a low cost. This study presents a comprehensive review of recent developments 
in deep learning object recognition, focusing on their potential applications in forest fire monitoring. These developments 
include YOLO and variants of these algorithms. The findings of the trials showed promising outcomes in several 
parameters, turning it into a useful fire tool monitoring and detection. 
     A CNN based method for forest fire identification was introduced in a study by [17] using a new dataset for fire 
detection. Importantly, the method used standard convolution layers and separable convolution layers to identify fires 
instantly; this allowed it to run on less computing power and was therefore suitable for usage in real-time settings. The 
outcome of the experiments showed that the approach, after trained on the dataset, could accurately detect forest fires in 
photos with a 98.00% F1 Score, 80% Kappa, and 97.63% accuracy. Consequently, this method of identification has the 
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potential to be a useful tool for detecting fire breakouts in real-world scenarios, allowing take precautions to minimize 
damage. 
     A use MS-FRCNN to minor identify potential forest fires was introduced by [18] as an improvement on the standard 
Faster RCNN target detection model. By replacing VGG-16 with ResNet50 serving as the support system for the Faster 
RCNN, the MS-FRCNN model was able to reduce the impact of VGG-16's gradient dispersion or explosion during 
feature extraction. After that, ResNet50's feature map was fed directly into the FPN (Feature Pyramid Network). The MS-
FRCNN was able to collect more thorough feature data because to the benefit of extracting features from many scales for 
FPN. In the Regional Proposal Network (RPN), Concurrently, the MS-FRCNN made advantage of a new attention 
module named PAM. By simultaneously using channel attention and spatial attention, this module helped reduce the 
effect of complex visual backdrops. Because of this, the RPN was able to zero in on the precise semantics and geographic 
locations of localized forest fires. In addition, by utilizing a soft-NMS method instead of an NMS technique, the MS-
FRCNN model was able to decrease clearing out the highlighted frames' mistakes. Results from experiments showed that 
the proposed MS-FRCNN outperformed the baseline model by 5.7% when it came to tracking down specific forest fires. 
It shown that the MS-FRCNN model's parallel attention mechanism and the multi-scale image feature extraction method 
could greatly make smaller-scale forest fire suppression efforts more effective finding by suppressing interference 
information. 

The [19] used the following stages as their proposed YOLOv5 optimization strategy: 1) implementing ShuffleNetV2 
as the backbone network; 2) coordinating the pruning of the Head and Neck network with the backbone baseline; 3) 
carrying out the model-pruning technique through sparse training; 4) restoring detection accuracy through fine-tuning of 
the pruned network; and 5) increasing the algorithm's inference speed through hardware acceleration by overclocking the 
RPi4B. When compared to the state-of-the-art, which was running on a Raspberry Pi single board computer, the 
suggested method lowered CPU utilization by 35%, temperature by 25%, and power consumption by 10%. It also 
achieved 50% greater inference speed, 9 FPS. The accuracy (92.5%) was only marginally degraded. These results 
corroborate the suggested forest fire detection system's trial findings. And lastly, the accuracy of the projected algorithm 
was unaffected by changes to the bird's-eye view angle. 
 
Research Gap 
A notable research lacuna evident in all the models showcased is the requirement for a greater variety and caliber of real-
world datasets, especially those obtained through unmanned aerial vehicles. The models exhibit remarkable results, 
proving the effectiveness of different deep learning architectures, including CNN, Efficient Net, and YOLO, as well as 
customized versions like MS-FRCNN and YOLOv5. Nevertheless, the robustness and generalizability of these models in 
real-world scenarios may be impacted because they were trained and assessed on datasets that may not have been as 
diverse and authentic as those captured by UAVs. Closing this gap could improve the models' accuracy and adaptability, 
as well as their reliability in real-time fire detection scenarios. This could be achieved by curating comprehensive 
datasets with UAV-captured images of varying environmental conditions, fire intensities, and landscapes. Improved 
generalizing, better handling of real-world complexities, and greater accuracy in identifying and localizing fires in 
diverse environmental conditions are some of the benefits of models that use diverse datasets captured by UAVs. 
Ultimately, these benefits would bolster the effectiveness of forest fire detection systems. 
 

III. PROPOSED METHODOLOGY 
This research suggests for soil data classification. Fig 1 depicts the flow of the suggested approach's steps. The initial 
step is image pre-processing with Sobel and Canny filter, which is followed by DFNet classification and hyperparameter 
tuning using SHO. 

 
Fig 1. Shows the Model's Expected Workflow. 
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Description of the Dataset 
No standardized dataset exists for photographs of fires. Therefore, making one is inescapable. The study used the 
developed UAV to capture photos, which were then combined with frames from forest fire movies found on kaggle and 
FLAME. There were two sections in the dataset: fire and non-fire. There are a total of 677 photographs in the non-fire 
dataset and 5313 images in this fire dataset. One technique to improve a model's accuracy is to add more pictures from 
live video streams to the dataset. This way, the dataset may grow over time, and the model's accuracy will improve with 
each training iteration. You may access the dataset at this link: [20]. 
 
Pre-processing using Sobel and Canny filter 
Sobel Filter 
For example, sharp edges can be better understood by the use of the Sobel filter, which is comprised of operators that 
apply gradients [21]. Two convolution layers, one of which is a modified counterpart of the other, make up a Sobel edge 
detector. The two layers are shown in the following way by equations (1) and (2): 

𝑆𝑆𝑥𝑥 = �
+1 0 −1
+2 0 −2
+1 0 −1

� × 𝐴𝐴      (1) 

and 

𝑆𝑆𝑦𝑦 = �
+1 +2 +1
0 0 0
−1 −2 −1

� × 𝐴𝐴           (2) 

     given that A is the initial picture. 𝑃𝑃𝑥𝑥 responds to edges finished 𝑥𝑥-axis while 𝑃𝑃𝑦𝑦 to the 𝑦𝑦-axis. By combining these two 
metrics in equations (3) and (4), we can determine the absolute size and direction of each position: 

 
𝑃𝑃 = �𝑃𝑃𝑥𝑥2 + 𝑃𝑃𝑦𝑦2       (3) 
Θ = arctan �𝐺𝐺𝑦𝑦

𝐺𝐺𝑥𝑥
�       (4) 

Canny Filter 
     As a result of its characteristics, Canny has been one of the most researched and used filters. Here are the key points 
of the clever filter: (1) Reduce the amount of noise in photos from the Fire dataset by applying a Gaussian filter. The 
second step is to apply a threshold and see if the discovered edges are likely accurate or inflated. The default 5×5 
Gaussian filter in the experiment is also the most popular: 

𝐶𝐶 = 1
159

×

⎣
⎢
⎢
⎢
⎡
2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2⎦

⎥
⎥
⎥
⎤

× 𝐴𝐴                        (5) 

Classification Using DFNet 
Table 1. All of the Constraints that are Part of the Suggested Dfnet Model 
Layer Name Shape of the Output Limits 
Layer for Input (None,150,150,3,3) 01 

Section 04 (None, 18, 18, 64) 19,496 

Fifth Block (None, 9, 91, 128) 74,856 

Withdrawal 1 (None, 4, 41, 128) 2 

Lay Flat (None ,2048) 1 

Section 01 (None,150,150,8) 234 

Block02 (None ,75,75,16) 1268 

Block03 (None ,37,37,32) 4740 

Dense_1 (None ,512) 1,149,088 

ReLu (None ,512) 0 

Dense_2 (None ,4) 2052 

Output: SoftMax (None ,4) 0 

Non -Trainable Limits 0 

Total Parameters 1,149,524 
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The suggested DFNet model is detailed in this section. Computer vision applications benefit greatly from the CNN 
assembly, which is modelled after the anatomy of the human brain. Translation, also known as spatial invariance, states 
that a convolutional neural network (CNN) can recognize the same feature in different pictures despite their relative 
placements [22–24]. In order to properly categorize skin cancer disorders, our study built a CNN-based model that is 
resilient. With a activation function, one dropout layer, two dense layer, the DFNet model is comprised of five 
convolutional blocks. Please refer to Table 1 for the parameters and kind of layer. 
 
Convolutional Blocks of CNN Perfect 
A convolutional 2D, a pooling 2D with a max value, and a ReLU make up each convolutional block, which is the basic 
building block of the work that is given. To allocate kernel weights to layers, the LecunUniformV2 initializer for the 
kernel layer is constructed. By utilizing the activation function of ReLU, the gradient-vanishing issue is resolved, and the 
network is facilitated in its understanding and timely execution of tasks. 
     The input image has RGB channels. The convolutional layer is the first layer of our model. This layer applies filters, 
sometimes called the kernel, to start the process off. As seen in equation (6), the size of the kernel depends on two 
variables. 

Filter Size (𝐹𝐹𝑆𝑆) = 𝑓𝑓𝑤𝑤 × 𝑓𝑓ℎ                              (6) 
     where 𝑓𝑓𝑤𝑤 represents the width of the filter and 𝑓𝑓ℎ signifies the filter. In our study, we set the size of the filter to 3, 
hence, the resulting equation is FS=3×3. These filters, which also go by the moniker "feature identifiers," let us make 
sense of the visual details at a basic level, such curves and edges. 
 
Flattened Layer 
Nestled between the thick and convolution layers is this particular layer. Convolution layers accept tensor data types as 
inputs, but dense layers require a one-dimensional architecture. In order to convert the picture representation into a one-
dimensional input, the flattened layer was used. 
 
Dropout Layer  
This layer, with a 0.2 dropout value, was used by the suggested model. We included this number to make sure that our 
planned DFNet model wouldn't get overfit. To reduce the model's training time and difficulty, this layer was designed to 
turn units on and off. As a result, the model acquires knowledge of the pertinent attributes. 
 
Dense Block of Proposed D 
What follows is an explanation of how this study used two dense blocks made up of an activation function. 
 
ReLU Function 
The mathematical processes known as activation functions decide whether the output of one layer of neurons should be 
passed on to the next. Typically, they are responsible for turning the network nodes on and off. We utilized ReLU because 
of its humble and time-saving calculation, albeit DL classifiers need many activation functions. In order for ReLU to 
function, it must be activated by setting all negative outcomes to zero. The results from the convolutional layer were 
activated using this function. 
 
Dense Layer 
Using the properties of the input matrix, the dense layer produces output. Image recognition and classification take place 
in these levels. The model's final output, which assigns each picture to one of four functions. After a few layers, the 
probability-based activation function known as SoftMax is applied. In this function, the total sum of classes is equal to 
the sum of neurons. The total sum with 1,149,524 of them being trainable and zero of them being non-trainable. 
 
Hyperparameter tuning using SHO 
Here we go over the basics of a SHO, and then we'll take a quick look at the MO version of a spotted hyena optimizer. 
The basic concept of SHO is laid forth first, followed by the suggestion of the multi-objective version of SHO [25,26]. 
The algorithm was mostly influenced spotted hyenas hunt and interact with one another. The SHO mimics the 
coordinated social behavior of trustworthy spotted hyenas. There are four main parts of SHO: searching, encircling, 
hunting, and attacking. In order to store the best optimal solutions and guide the toward the most effective search agent, 
the SHO algorithm employs a group of trustworthy individuals. To simulate the spotted hyena's circling behavior, one 
uses the following formula: 

𝐷𝐷ℎ = �𝐵𝐵�⃗ ⋅ �⃗�𝑋𝑝𝑝(𝑥𝑥) = �⃗�𝑋(𝑥𝑥)�                             (7) 
�⃗�𝑋(𝑥𝑥 + 1) = �⃗�𝑋𝑝𝑝(𝑥𝑥) = 𝐸𝐸�⃗ ⋅ 𝐷𝐷��⃗ 𝑘𝑘                            (8) 

     where 𝐷𝐷��⃗ ℎ stands for the sepuration among both are expesented by �⃗�𝑋, and 𝑋𝑋, correspondingly, and 11 is the absolute 
value. The vectors ane 𝐵𝐵�⃗  and 𝐸𝐸�⃗ . The formulas used to evaluate 𝐵𝐵�⃗  and 𝐸𝐸�⃗  are calculated in equation (9), (10) and (11) as 
shadows: 
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𝐵𝐵�⃗ = 2 ⋅ 𝑑𝑑1       (9) 
𝐸𝐸�⃗ = 2ℎ̂�⃗ ⋅ 𝑑𝑑2����⃗ − ℎ�⃗       (10) 
h�⃗ − 5 − � Iteration × 5

 Max ileretien 
�    (11) 

     the iterative process occurs when minimum to extreme repetition. Throughout the iterations from 5 to 0, ℎ̂�⃗  
demonstrated gradual decreases. Arrays of random variables ℎ1����⃗  and ℎ2����⃗  for the values that ranged from 0 to 1. By 
fluctuating the values of vectoes 𝐵𝐵�⃗  and 𝐸𝐸�⃗ , other locations could be attained comparative to the current focation. In the 
meantime, this system saved the best response and encouraged other search agents to refine their positions. In order to 
find good random search locations, we used the following equations (12) through (14) to model the hunting behavior of 
spotted hyenas. 

𝐷𝐷��⃗ 𝑘𝑘 − �𝐵𝐵�⃗ 2 ⋅ �⃗�𝑋𝑘𝑘 − �⃗�𝑋𝑘𝑘�     (12) 
�⃗�𝑋𝑘𝑘 − �⃗�𝑋𝑘𝑘 − 𝐸𝐸�⃗ 2 ⋅ 𝐷𝐷��⃗ 𝑘𝑘     (13) 
𝐶𝐶𝑘𝑘 − �⃗�𝑋𝑘𝑘+ + �⃗�𝑋𝑘𝑘+1 + ⋯+ �⃗�𝑋𝑘𝑘+𝑁𝑁    (14) 

 
where N is the sum ot repetitions, which may be computed in equation (15) as follows: 
 

�⃗�𝑥(𝑥𝑥+1)=
𝑐𝑐𝐵𝐵
𝑁𝑁       (15) 

     in where nos are the set of all solutions that are very comparable to the optimal one in the provided space of solutions, 
A cluster of optimum solutions is represented by Ck. M represents a zany vector between half a million and one million. 
In light of the fact that this task was finished successfully, X((x+1)) modifies the placement of further search agents and 
retrieves the N most optimal replies. 
     Fig 1 shows that the necessary exploration which were met by means of vector Eof arbitrary magnitudes greater than 
or equal to 1 require the search contenders to withdraw from the target. Another part of SHO, B is involved in exploration 
change [2]. It provides the prey's weight and can take on values between 0 and 5. Fig 1 shows that the SHO approach 
may be utilized to attack the prey by meeting the poey's anticipated position when |E |<1. 
     Before optimizing anything, the approach generates a set of arbitrary responses to use since. All the search agents 
work together during optimization on the best search engine. 
     Nevertheless, when the number of repeats increases, vectors h and E continue to decrease. The clustered placements 
of candidate solutions are considered optimal when the termination condition is satisfied. When tuning optimization 
problems arise, the SHO approach can fix them. SHO outperforms the present metaheuristics because of its massive 
exploration capacity. 

IV. RESULTS AND DISCUSSION 
Experimental Setup 
Keras was used to implement the proposed model. Another accomplishment was the use of Python for the scripting of 
methods unrelated to convolutional networks. A Windows 10 PC with an NVIDIA GPU measuring 11 GB and 32 GB of 
RAM was used to conduct the experiment. 
 
Performance Metrices 
This paper calculated four main analytical metrics: 
 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡 (𝑇𝑇𝑃𝑃), 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡 (𝑇𝑇𝑇𝑇), 𝑓𝑓𝑛𝑛𝑓𝑓𝑝𝑝𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡 (𝐹𝐹𝑃𝑃), 𝑛𝑛𝑛𝑛𝑑𝑑 𝑓𝑓𝑛𝑛𝑓𝑓𝑝𝑝𝑡𝑡 𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡 (𝐹𝐹𝑇𝑇) to assess the efficacy of 
the classification system created using the datasets. 

 When evaluating the efficacy of a classification model, ACC is described as the ratio of correct assumptions to total 
assumptions made in equation (16): 

          𝐴𝐴𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑛𝑛𝐴𝐴𝑦𝑦 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑁𝑁
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝑇𝑇𝑁𝑁+𝐹𝐹𝑁𝑁

                                                  (16) 
PR, also known as positive predictive value in equation (17), measures the share of correctly detected positive 

examples to all positive examples: 
𝑃𝑃𝑡𝑡𝑡𝑡𝐴𝐴𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑛𝑛 = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇
                                  (17) 

 
RC, also known as the true positive rate or sensitivity, is the percentage of correctly identified positive cases among 

all positive instances, as shown in equation (18). 
𝑅𝑅𝑡𝑡𝐴𝐴𝑛𝑛𝑓𝑓𝑓𝑓 = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇
                                   (18) 

 
The F1 in equation (19) is an integrated metric that incorporates PR and RC into a single numerical value: 

𝐹𝐹1 = 𝑇𝑇𝑃𝑃𝑃𝑃𝑐𝑐𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑃𝑃𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑃𝑃𝑃𝑃𝑐𝑐𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑃𝑃𝑐𝑐𝑅𝑅𝑅𝑅𝑅𝑅

                                 (19) 
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Classification Analysis 
Table 2. Classification Analysis with Existing Models and Proposed Model 

Models ACC (%) PR (%) RC (%) F1 (%) 
AE 90.1 90.7 91.0 90.8 

VAE 92.5 91.9 92.2 92.1 
VGG-16 93.3 92.8 92.5 92.2 
ResNet 94.4 93.9 93.7 94.2 

Proposed DFNet 
Classification model 95.7 94.9 95.4 95.1 

      A comparison of various models is shown in the Table 2 and Fig 2 according to performance metrics. With precision, 
recall, and F1 scores of 90.7%, 91.0%, and 90.8%, respectively, the "AE" model achieves an accuracy of 90.1%. After 
that, the "VAE" model exhibits gain in all areas, with accuracy reaching 92.5% and precision, recall, and F1 scores 
reaching 91.9%, 92.2%, and 92.1%, respectively. With increasingly complex models, the performance keeps getting 
better: "VGG-16" shows a 93.3% accuracy rate, along with 92.8%, 92.5%, and 92.2% scores for precision, recall, and F1. 
With accuracy of 94.4%, precision, recall, and F1 scores of 93.9%, 93.7%, and 94.2%, respectively, "ResNet" improves 
the outcomes even more. In the end, the "Proposed DFNet Classification model" performs better than the rest, attaining 
the maximum accuracy of 95.7% along with outstanding recall, precision, and F1 scores of 94.9%, 95.4%, and 95.1%, in 
that order. This illustrates how models are becoming more and more effective; among the models in the table, the 
"Proposed DFNet Classification model" performs better on all metrics. 
 

 
Fig 2. Classification Analysis 

 
Table 3. Classification Analysis with Existing Models and Proposed Model 

Models ACC (%) 
Without SHO With SHO 

AE 90.1 97.2 
VAE 92.5 97.8 

VGG-16 93.3 98.3 
ResNet 94.4 98.7 

Proposed SHO based DFNet 
Classification model 95.7 99.4 

 
Table 3 and Fig.3. presents the relative accuracy percentages (%) of different models under two conditions: SHO 

and not SHO. A proposed SHO-based DFNet Classification model, Autoencoder (AE), Variational Autoencoder (VAE), 
VGG-16, ResNet, and other models are evaluated. The models exhibit differing levels of accuracy in the absence of 
SHO; AE achieves 90.1%, VAE 92.5%, VGG-16 93.3%, ResNet 94.4%, and the suggested SHO-based DFNet 
Classification model leads with 95.7%. All of the models' accuracy has noticeably improved, though, since SHO was 
integrated. ResNet achieves 98.7%, AE rises to 97.2%, VAE to 97.8%, VGG-16 to 98.3%, and the suggested SHO-based 
DFNet Classification model performs admirably at 99.4%. This data shows how adding SHO to these models 
significantly improved the classification accuracy. It also shows how well the suggested SHO-based DFNet Classification 
model performed, outperforming the other models evaluated with the highest accuracy in both scenarios. 
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Fig 3. Accuracy Analysis  

 
V. CONCLUSION 

The proposed model emphasizes how important environmental monitoring is to identifying and mitigating natural 
disasters, pollution incidents, and ecological imbalances. It highlights how AI and UAV technology can be combined to 
provide real-time analysis and decision-making. In particular, it discusses the rising number of forest fires in India and 
suggests utilizing CNN to create DFNet. The efficacy of the suggested DFNet model is demonstrated by the use of 
SHO for hyperparameter tuning, which provides notable improvements in accuracy of 99.4% over baseline models. In 
the end, this study offers a viable strategy to improve environmental monitoring, especially in tackling the difficulties 
caused by forest fires, thereby making a substantial contribution to environmental management and protection. We plan 
to integrate a deep attention module with blockchain and federated learning in the future so that we can improve the 
accuracy of forest fire picture classification. 
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