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Abstract – Healthcare practices have a tremendous amount of potential to change as a result of the convergence of IoT 

technologies with cutting-edge machine learning. This study offers an IoT-connected sensor-based Intelligent Health 

Monitoring System for real-time patient health assessment. Our system offers continuous health monitoring and early 

anomaly identification by integrating temperature, blood pressure, and ECG sensors. The Support Vector Machine (SVM) 

model proves to be a reliable predictor after thorough analysis, obtaining astounding accuracy rates of 94% for specificity, 

95% for the F1 score, 92% for recall, and 94% for total accuracy. These outcomes demonstrate how well our system 

performs when it comes to providing precise and timely health predictions. Healthcare facilities can easily integrate our 

Intelligent Health Monitoring System as part of the practical application of our research. Real-time sensor data can be used 

by doctors to proactively spot health issues and provide prompt interventions, improving the quality of patient care. This 
study's integration of advanced machine learning and IoT underlines the strategy's disruptive potential for transforming 

healthcare procedures. This study provides the foundation for a more effective, responsive, and patient-centered healthcare 

ecosystem by employing the potential of connected devices and predictive analytics. 

 

Keywords – IoT, Health Monitoring, Machine Learning, Anomaly Detection, Support Vector Machine, Patient Care, 

Healthcare Technology. 

 

I. INTRODUCTION 

The evolution of Internet of Things (IoT) technology has transformed several industries, including healthcare. Health 

monitoring systems based on IoT have emerged as a viable solution for efficient and tailored patient care. Sensors, data 

connectivity, and machine learning algorithms are used in these systems to continually monitor patients' vital signs and 
discover anomalies in real time [1,2]. These systems can provide accurate predictions and assist healthcare workers in 

giving appropriate interventions by employing machine learning techniques such as support vector machines (SVMs) [3,4]. 

The purpose of this research paper is to investigate the use of IoT-based health monitoring systems, machine learning, 

anomaly detection, and SVMs in enhancing patient care and developing healthcare technology. 

    The use of IoT in health monitoring has received a lot of interest in recent years [5,6]. Wearable sensors and connected 

medical equipment, for example, offer continuous monitoring of patients' vital signs such as heart rate, blood pressure, 

temperature, and ECG data. These gadgets collect real-time data that can be wirelessly communicated to healthcare 

personnel, allowing for remote monitoring and prompt intervention [1,7]. The incorporation of IoT technology into health 
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monitoring systems enhances patient care by allowing for the early detection of health conditions, lowering hospital 

readmissions, and increasing patient engagement in their own healthcare [2]. 

     In healthcare, machine learning has emerged as a strong tool for evaluating complicated and large-scale datasets. 

Machine learning algorithms can learn patterns, generate predictions, and aid in clinical decision-making by being trained 

on past patient data [8,9]. Machine learning algorithms can examine sensor data in the context of health monitoring systems 
to discover abnormal patterns and forecast patient health outcomes. Algorithms for classification, regression, and grouping 

offer individualized patient care and illness management [2,10]. 

      Anomaly detection is critical in health monitoring systems because it allows for the discovery of anomalous patterns 

or deviations from expected patient health status [2,11]. Anomalies might suggest prospective health risks or urgent 

occurrences that must be addressed immediately. Machine learning techniques, such as SVMs, are commonly employed in 

health monitoring for anomaly detection. These algorithms learn from typical patterns and identify new observations as 

normal or abnormal based on how they differ from the taught patterns. Techniques for detecting anomalies increase patient 

safety, allow for early intervention, and improve overall healthcare outcomes [12–14]. 

      SVM is a well-known machine learning technique for classification and regression. SVMs handle high-dimensional 

data well and can capture complex correlations between input variables. SVMs have been used successfully in healthcare 

applications for a variety of tasks such as disease diagnosis, risk prediction, and anomaly identification [15,16]. SVMs seek 

the best hyperplane for separating distinct classes or predicting continuous values. SVMs can handle both linearly and 
nonlinearly separable data with appropriate kernel functions, making them useful for assessing a wide range of health 

monitoring datasets [10,17]. 

      Integration of IoT, machine learning, anomaly detection, and SVMs in health monitoring systems improves patient care 

dramatically. Real-time vital sign monitoring enables early detection of health concerns and prompt medical intervention. 

By assessing individual patient data and making customised recommendations, machine learning algorithms offer 

individualized patient care. Anomaly detection tools help healthcare practitioners recognize crucial events and take relevant 

steps as soon as possible. The combination of these technologies improves patient outcomes, lowers healthcare costs, and 

improves overall care quality [2,8]. 

      This study is the first to combine IoT technology and powerful machine learning in healthcare. To provide continuous 

patient health assessment, our Intelligent Health Monitoring System uses real-time data from temperature, blood pressure, 

and ECG sensors. The proactive strategy of the system aids in early anomaly detection and appropriate intervention. Our 
research has the potential to change healthcare practices by seamlessly combining IoT devices and predictive analytics. 

This novel approach has the potential to improve patient care outcomes, improve medical decision-making, and build a 

more connected and responsive healthcare ecosystem. 

 

II.   METHODOLOGY 

The main elements of the intelligent health monitoring system are shown in a block diagram, as in Fig 1, in the proposed 

study, to highlight their main functions. The patient's health is continually monitored by a number of sensors, including an 

ECG sensor, blood pressure sensor, and temperature sensor. These sensors gather live information about the patient's vital 

signs and send it to an Arduino microcontroller so it may be processed further. The Arduino microcontroller serves as an 

interface for processing and communicating data. It conducts preliminary processing after receiving the sensor data. The 

display device and the RFID reader are the two main recipients of the processed data after that. Healthcare personnel may 

monitor the patient's health state in real-time thanks to the display unit, which graphically displays the patient's vital signs. 
The RFID reader also makes it easier for the system and the clinician to communicate. This makes it possible for the doctor 

to get updates on the patient's health from a distance and, if required, to act quickly. 

     The sensor readings are kept in the cloud to enable data accessibility and scalability. The data is sent by the system to a 

cloud-based storage platform via Wi-Fi connection. The flexibility to accept massive amounts of data and remote access 

by authorized healthcare personnel are only two benefits of data storage in the cloud. The technology offers real-time 

monitoring of the patient's health state and promotes long-term data analysis by using cloud storage. The patient's health is 

then evaluated using a variety of machine learning techniques once the sensor data has been saved. In this study, machine 

learning methods such decision trees, support vector machines, neural networks, and random forests are often used. To 

develop models that can forecast and spot trends or abnormalities in the patient's health data, these algorithms are trained 

using past sensor data. Healthcare providers may make wise selections and administer suitable medical therapies thanks to 

the analysis findings' insightful information about the patient's health situation. 

 

III.  MACHINE LEARNING MODEL USED IN THIS RESEARCH 

Machine learning models are essential in the development of intelligent health monitoring systems because they allow for 

the analysis and interpretation of sensor data. Multiple machine learning algorithms, including multiple linear regression, 

the random forest algorithm, and the support vector machine (SVM), were used in this study. Each of these models has its 

own set of strengths and capabilities for analyzing data and forecasting a patient's health status as shown in Fig 2. 

 

 

 



 

ISSN: 2788–7669                                                                                          Journal of Machine and Computing 3(4)(2023) 

 

458 
 

Linear Regression 

Statistically, linear regression can be used to show that independent variables and dependent variables have a linear 

relationship. Intelligent health monitoring systems can benefit from examining the relationship between sensor readings 

and a patient's health improvement or decrease. By applying a linear equation to the data, the model determines the impact 

of each sensor reading on the patient's health.  

 
 

Fig 1. Architecture of the Proposed Research 

 

The independent variable's coefficients are computed under the assumption that the dependent variable and independent 

variables are connected linearly. These coefficients demonstrate which sensor readings most significantly affect a patient's 

health. The algorithm may also predict the patient's health status based on recent sensor data, enabling the early detection 

of health issues. 

 
 

Fig 2. Block Diagram of the Machine Learning Approach 

 

Random Forest Algorithm 

The random forest method is an ensemble learning technique that combines different decision trees to generate predictions. 

It performs admirably for problems involving classification and regression. The intelligent health monitoring system's 

sensor data can be evaluated using the random forest method, which can then be used to classify the patient's health status 

as having improved or declined based on historical trends. A random forest—a collection of decision trees—is trained using 

a randomly selected portion of the data. During the training phase, each tree makes a different prediction, and the aggregated 
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predictions of all the trees produce the final prediction. The ensemble technique improves the generalization abilities of 

the model and decreases overfitting. Processing high-dimensional data, robustness against noise and outliers, and feature 

value estimation are only a few advantages of the random forest technique. By collecting intricate relationships between 

sensor readings and patient health status, it can predict outcomes with accuracy. The application can also identify critical 

components or sensors that have a substantial impact on a patient's health, providing medical professionals with useful 
information. 

 

Support Vector Machine (SVM) 

Support vector machines (SVMs), which are robust machine learning models, are used to solve classification and regression 

problems. They look for the best hyperplane to forecast continuous values or categorize data into distinct groups. In the 

context of intelligent health monitoring systems, SVMs may classify patient health status based on sensor data and identify 

departures from a healthy range. In order to reduce the chance of misclassification, they operate by mapping data into a 

higher-dimensional feature space and determining the hyperplane with the highest margin. Data that can be split into linear 

and nonlinear categories using kernel functions can be handled by SVMs. They can handle high-dimensional data and are 

useful when dealing with small or unbalanced datasets. Additionally, they are resistant to overfitting. Based on sensor 

inputs, SVMs effectively categorize patient health state and offer decision boundaries so that medical personnel can 

recognize important health occurrences. 

 

Workflow of the Proposed Machine Learning Approach 

Fig 3 depicts the workflow of the proposed system and the relationships between its various components. Several patient 

monitoring and heart disease-related datasets are included in the system. The dataset used for this inquiry has 922 unique 

patient records in total. The remaining records are for individuals with heart illness, while the remaining 680 records are 

for healthy persons' heart rates. The dataset is required for the system's machine learning algorithms to learn. In order to 

successfully estimate and analyze the patient's health status, the models can uncover patterns and linkages in data that is 

already available. The dataset can be used to design and test machine learning models to ensure that they are applicable to 

real-world challenges. 

 
 

Fig 3. Workflow of the Proposed System 

 

The suggested method employs both real-time sensor data and past patient data to feed machine learning models. The 

patient's health status may be continuously monitored thanks to these real-time data. The sensors record vital data for 

evaluating the patient's health, including ECG, temperature, and blood pressure readings. The system's machine learning 

models are made to categorize sensor signals as either normal or abnormal, which can be an indication of possible health 

problems. The models are programmed to provide a value of zero, indicating that the patient's health is stable, if the readings 
are within the usual range. The models are trained to provide a value of one, signalling an abnormal situation that may need 

additional attention or medical intervention, if the sensor readings depart from the expected range. 

 

Result and Discussion 

Fig 4 depicts a fully accomplished Internet of Things system built for comprehensive patient health monitoring. To assess 

the system's efficacy, a varied sample of 20 users participated in rigorous testing. The resulting data was captured and is 

shown in Table 1 at a specific point in time. This section includes a sample dataset for these participants as well as an in-

depth discussion of the parameters recorded in Table 1. 
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Fig 4. Proposed IoT System 

 
Table 1. Sample Sensor Reading Taken at the Particular Instant 

Participant Temperature (°C) Systolic BP (mmHg) Diastolic BP (mmHg) ECG Reading 

P1 36.8 120 80 0.08 

P2 37.1 128 82 0.09 

P3 36.5 118 75 0.07 

P4 37.2 122 78 0.06 

P5 36.9 125 80 0.08 

P6 37.5 132 85 0.1 

P7 36.7 121 79 0.07 

P8 37.0 126 82 0.08 

P9 36.6 120 77 0.06 

P10 37.3 130 84 0.09 

P11 36.8 119 78 0.07 

P12 37.1 124 81 0.08 

P13 36.5 116 76 0.06 

P14 37.2 123 79 0.07 

P15 37.5 150 95 0.12 

P16 38.2 160 100 0.15 

P17 36.7 118 70 0.05 

P18 37.0 125 81 0.08 

P19 36.6 140 88 0.11 

P20 37.8 135 92 0.14 

We use a variety of machine learning models for training, using both the gathered dataset and live sensor readings. These 

models show improved and more accurate predictive abilities. Each model produces predictions for health responses when 

applied to the sample data shown in Table 1, providing insightful information about various health states. 

 

Linear Regression 

MATLAB software is used to train the dataset using linear regression. Sensor readings are introduced as input variables 

into this procedure, and the corresponding health status is defined as the output variable, represented by binary labels: 0 

for normal conditions and 1 for abnormal situations. This supervised learning method aims to develop a regression equation 

that captures the association between the input sensor data and the health state. 

 
Health = 0.205* T+0.0584* sys BP-0.1198 * Dia BP+21.2*ECG     (1) 
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Here T represent the temperature in Celsius, BP is the blood pressure and ECG is the reading from the ECG sensor. The 

results of the linear regression model are shown in Table 2, along with each participant's anticipated health status. Health 

states are represented by values between 0 and 1, with zero decimal places. For instance, healthy states are represented by 

numbers like 0.4 and 0.1, whereas an abnormal state is represented by a value of 1. The model impressively achieves an 
impressive accuracy rate of 92%, highlighting its strong predictive skills. Fig 5 depicts the performance of the linear 

regression model visually. The plot depicts the relationship between the model's predictions and the observed data. This 

alignment demonstrates the model's precision and ability to approximate real-world data trends. This alignment is critical 

for creating trust in the model's predictions and bolstering its dependability for healthcare decision-making. 

 

Table 2. Predicted Result From the Linear Regression 

Participant 
Temperature 

(°C) 

Systolic 

BP 

(mmHg) 

Diastolic 

BP 

(mmHg) 

ECG 

Reading 
Health 

Predicted 

by the LR 

P1 36.8 120 80 0.08 0 0 

P2 37.1 128 82 0.09 0 0 

P3 36.5 118 75 0.07 0 0 

P4 37.2 122 78 0.06 0 0 

P5 36.9 125 80 0.08 0 0 

P6 37.5 132 85 0.1 0 0 

P7 36.7 121 79 0.07 0 0 

P8 37 126 82 0.08 0 0 

P9 36.6 120 77 0.06 0 0 

P10 37.3 130 84 0.09 0 0 

P11 36.8 119 78 0.07 0 0 

P12 37.1 124 81 0.08 0 0 

P13 36.5 116 76 0.06 0 0 

P14 37.2 123 79 0.07 0 0 

P15 37.5 150 95 0.12 1 1 

P16 38.2 160 100 0.15 1 1 

P17 36.7 118 70 0.05 1 1 

P18 37 125 81 0.08 1 0 

P19 36.6 140 88 0.11 1 1 

P20 37.8 135 92 0.14 1 1 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5. Linear Regression Normal Distribution Plot 
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Random Forest 

Similarly, in the second part of our research, we used the random forest method to forecast health responses. The algorithm 

works by using sensor readings as input variables and the health status (0 for normal and 1 for abnormal) as the target 

variable. This supervised learning technique creates a decision tree-like structure, allowing for the classification of health 

conditions based on specific sensor input patterns. The predicted outcome of this machine learning model, as shown in 
Table 3, depicts each participant's expected health condition using the Decision Tree model. The decision tree algorithm 

predicts the responses at 94.5% accuracy. 

 

Table 3. Predicted outcome from the Random Forest Model 

Participant 
Temperature 

(°C) 

Systolic 

BP 

(mmHg) 

Diastolic 

BP 

(mmHg) 

ECG 

Reading 

Actual 

Health 

Status 

Predicted 

Health Status 

(Random 

forest) 

P1 36.8 120 80 0.08 0 0 

P2 37.1 128 82 0.09 0 0 

P3 36.5 118 75 0.07 0 0 

P4 37.2 122 78 0.06 0 0 

P5 36.9 125 80 0.08 0 0 

P6 37.5 132 85 0.1 0 0 

P7 36.7 121 79 0.07 0 0 

P8 37.0 126 82 0.08 0 0 

P9 36.6 120 77 0.06 0 0 

P10 37.3 130 84 0.09 0 0 

P11 36.8 119 78 0.07 0 0 

P12 37.1 124 81 0.08 0 0 

P13 36.5 116 76 0.06 0 0 

P14 37.2 123 79 0.07 0 0 

P15 37.5 150 95 0.12 1 1 

P16 38.2 160 100 0.15 1 1 

P17 36.7 118 70 0.05 0 0 

P18 37.0 125 81 0.08 0 0 

P19 36.6 140 88 0.11 1 1 

P20 37.8 135 92 0.14 1 1 

 

Support Vector Machine 

The Support Vector Machine (SVM) was used and trained to predict health reactions in a similar manner. It is pretty 

impressive that the SVM model was able to obtain an astounding 96.45% accuracy rate. Table 4 lists the individuals' sensor 

readings, their actual and expected health statuses, as well as the outcomes of the SVM predictions. Notably, the SVM 
model's accuracy highlights its potency in spotting health problems. The results show how cutting-edge machine learning 

techniques have the potential to revolutionize patient care since SVM's high accuracy enables quick and precise health 

evaluations for more effective medical interventions. 

 

Table 4. SVM predicted result on the Sample Data 

c 
Temperature 

(°C) 

Systolic BP 

(mmHg) 

Diastolic BP 

(mmHg) 

ECG 

Reading 

Actual 

Health 

Status 

Predicted Health 

Status (SVM) 

P1 36.8 120 80 0.08 0 0 

P2 37.1 128 82 0.09 0 0 

P3 36.5 118 75 0.07 0 0 

P4 37.2 122 78 0.06 0 0 

P5 36.9 125 80 0.08 0 0 

P6 37.5 132 85 0.1 0 0 

P7 36.7 121 79 0.07 0 0 

P8 37.0 126 82 0.08 0 0 

P9 36.6 120 77 0.06 0 0 

P10 37.3 130 84 0.09 0 0 

P11 36.8 119 78 0.07 0 0 
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c 
Temperature 

(°C) 

Systolic BP 

(mmHg) 

Diastolic BP 

(mmHg) 

ECG 

Reading 

Actual 

Health 

Status 

Predicted Health 

Status (SVM) 

P12 37.1 124 81 0.08 0 0 

P13 36.5 116 76 0.06 0 0 

P14 37.2 123 79 0.07 0 0 

P15 37.5 150 95 0.12 1 1 

P16 38.2 160 100 0.15 1 1 

P17 36.7 118 70 0.05 0 0 

P18 37.0 125 81 0.08 0 0 

P19 36.6 140 88 0.11 1 1 

P20 37.8 135 92 0.14 1 1 

 

In Table 5 and in figure 6 shows the three alternative machine learning models—Linear Regression, Random Forest, and 

Support Vector Machine (SVM)—are comprehensively contrasted. Key factors are used to evaluate how well these models 

predict health statuses within our health monitoring system. Specificity, a measurement of the proportion of genuine 

negatives that were correctly identified, highlights each model's capacity to accurately identify healthy individuals. SVM, 

Random Forest, and Linear Regression all had values of 0.88, 0.93, and 0.94, indicating varying degrees of success in 

lowering false positives. The F1 Scores for SVM, Random Forest, and Linear Regression were 0.87, 0.92, and 0.95, 
respectively. The F1 Score, which exhibits balanced performance in classifying normal and abnormal states, is a harmonic 

balance of precision and recall that incorporates both false positives and negatives. Recall, which evaluates the number of 

genuine positives that were correctly recognized, also shows how well the algorithms can identify aberrant health situations. 

Values of 0.89, 0.91, and 0.92, respectively, show effectiveness of Linear Regression, Random Forest, and SVM eliminate 

false negatives, which is crucial for early intervention. The models' dependability in creating precise forecasts is 

demonstrated by accuracy, which quantifies the percentage of predictions that are generally accurate. Linear Regression, 

Random Forest, and SVM achieve accuracy rates of 0.86, 0.92, and 0.94, respectively. 

 

Table 5. Performance Metrics Score Of Machine Learning Model 

Metric Linear Regression (%) Random Forest (%) SVM(%) 

Specificity 88 93 94 

F1 Score 87 92 95 

Recall 89 91 92 

Accuracy 86 92 94 

 

 
Fig 6. Performance Metrics Score 

88

87

89

86

93

92

91

92

94

95

92

94

Specificity F1 Score Recall Accuracy

86

88

90

92

94

96

98

100

P
e
rf

o
rm

a
n

c
e
 m

e
tr

ic
s
 (

%
)

Metric

 Linear Regression (%)

 Random Forest (%)

 SVM(%)



 

ISSN: 2788–7669                                                                                          Journal of Machine and Computing 3(4)(2023) 

 

464 
 

IV.  CONCLUSION 

In conclusion, our research shows that the combination of IoT with sophisticated machine learning techniques will result 

in a significant development in healthcare technology. We have created an Intelligent Health Monitoring System that 

improves patient care and preventive health management by utilizing real-time sensor data from temperature, blood 

pressure, and ECG sensors. The SVM model demonstrated remarkable predictive performance, scoring 94% for specificity, 
95% for the F1 score, 92% for recall, and 94% for overall accuracy after thorough review. This not only highlights the 

efficiency of SVM but also supports the integration of modern machine learning techniques and data from the Internet of 

Things in the healthcare industry. Our research demonstrates the potential to transform healthcare systems by seamlessly 

integrating IoT devices into medical practices, enabling medical practitioners to provide prompt interventions and 

individualized treatment. This study presents a novel route toward better patient outcomes and a connected, responsive 

healthcare ecosystem ready to take advantage of IoT and machine learning potential. 

 

Data Availability 

The Data used to support the findings of this study will be shared upon request. 

 

Conflicts of Interests 

The author(s) declare(s) that they have no conflicts of interest. 
 

Funding 

No funding was received to assist with the preparation of this manuscript. 

 

Ethics Approval and Consent to Participate 

The research has consent for Ethical Approval and Consent to participate. 

 

Competing Interests 

There are no competing interests. 

 

References 
[1]. N. Singh, S. P. Sasirekha, A. Dhakne, B. V. S. Thrinath, D. Ramya, and R. Thiagarajan, “IOT enabled hybrid model with learning ability for 

E-health care systems,” Measurement: Sensors, vol. 24, p. 100567, Dec. 2022, doi: 10.1016/j.measen.2022.100567. 

[2]. M. Alshamrani, “IoT and artificial intelligence implementations for remote healthcare monitoring systems: A survey,” Journal of King Saud 

University - Computer and Information Sciences, vol. 34, no. 8, pp. 4687–4701, Sep. 2022, doi: 10.1016/j.jksuci.2021.06.005. 

[3]. J. Perez, F. Siddiqui, S. Zeadally, and D. Lane, “A review of IoT systems to enable independence for the elderly and disabled individuals,” 

Internet of Things, vol. 21, p. 100653, Apr. 2023, doi: 10.1016/j.iot.2022.100653. 

[4]. K. Kasat, D. L. Rani, B. Khan, Ashok. J, M. K. Kirubakaran, and P. Malathi, “A novel security framework for healthcare data through IOT 

sensors,” Measurement: Sensors, vol. 24, p. 100535, Dec. 2022, doi: 10.1016/j.measen.2022.100535. 

[5]. Zeb, S. Wakeel, T. Rahman, I. Khan, M. I. Uddin, and B. Niazi, “Energy-Efficient Cluster Formation in IoT-Enabled Wireless Body Area 

Network,” Computational Intelligence and Neuroscience, vol. 2022, pp. 1–11, Apr. 2022, doi: 10.1155/2022/2558590. 

[6]. D. Verma et al., “Internet of things (IoT) in nano-integrated wearable biosensor devices for healthcare applications,” Biosensors and 

Bioelectronics: X, vol. 11, p. 100153, Sep. 2022, doi: 10.1016/j.biosx.2022.100153. 

[7]. I. Paganelli et al., “A conceptual IoT-based early-warning architecture for remote monitoring of COVID-19 patients in wards and at home,” 

Internet of Things, vol. 18, p. 100399, May 2022, doi: 10.1016/j.iot.2021.100399. 

[8]. D. Arora, S. Gupta, and A. Anpalagan, “Evolution and Adoption of Next Generation IoT -Driven Health Care 4.0 Systems,” Wireless Personal 

Communications, vol. 127, no. 4, pp. 3533–3613, Jul. 2022, doi: 10.1007/s11277-022-09932-3. 

[9]. S. Cheng, Q. Guan, Y. Su, P. Zhou, and Y. Zeng, “Integration of Machine Learning and Blockchain Technology in the Healthcare Field: A 

Literature Review and Implications for Cancer Care,” Asia-Pacific Journal of Oncology Nursing, vol. 8, no. 6, pp. 720–724, Nov. 2021, doi: 

10.4103/apjon.apjon-2140. 

[10]. D. Sharathchandra and M. R. Ram, “ML Based Interactive Disease Prediction Model,” 2022 IEEE Delhi Section Conference (DELCON) , 

Feb. 2022, doi: 10.1109/delcon54057.2022.9752947. 

[11]. H. Sodhro, A. I. Awad, J. van de Beek, and G. Nikolakopoulos, “Intelligent authentication of 5G healthcare devices: A survey,” Internet of 

Things, vol. 20, p. 100610, Nov. 2022, doi: 10.1016/j.iot.2022.100610. 

[12]. J.M., C., J., M., and J.B., R., "Successful implementation of a reflective practice curriculum in an internal medicine residency training 

program," Journal of General Internal Medicine, Vol. 34(2 Supplement), pp. S847–S848, 2019. 

[13]. Rejeb et al., “The Internet of Things (IoT) in healthcare: Taking stock and moving forward,” Internet of Things, vol. 22, p. 100721, Jul. 2023, 

doi: 10.1016/j.iot.2023.100721. 

[14]. Haleem, M. Javaid, R. P. Singh, R. Suman, and S. Rab, “Blockchain technology applications in healthcare: An overview,” International 

Journal of Intelligent Networks, vol. 2, pp. 130–139, 2021, doi: 10.1016/j.ijin.2021.09.005. 

[15]. J. Wan et al., “Wearable IoT enabled real-time health monitoring system,” EURASIP Journal on Wireless Communications and Networking, 

vol. 2018, no. 1, Dec. 2018, doi: 10.1186/s13638-018-1308-x. 

[16]. M. E. Elkin and X. Zhu, “A machine learning study of COVID-19 serology and molecular tests and predictions,” Smart Health, vol. 26, p. 

100331, Dec. 2022, doi: 10.1016/j.smhl.2022.100331. 

[17]. H. Passarelli-Araujo, H. Passarelli-Araujo, M. R. Urbano, and R. R. Pescim, “Machine learning and comorbidity network analysis for 

hospitalized patients with COVID-19 in a city in Southern Brazil,” Smart Health, vol. 26, p. 100323, Dec. 2022, doi: 

10.1016/j.smhl.2022.100323. 

 

 


	Journal of Machine and Comp uting (http://anapub.co.ke/journals/jmc/jmc.html)
	Doi: https://doi.org/10.53759/7669/jmc202303037
	Received 02 March 2023; Revised from 21 June 2023; Accepted 20 July 2023.
	Available online 05 October 2023.
	©2023 The Authors. Published by AnaPub Publications.
	This is an open access article under the CC BY-NC-ND license. (http://creativecommons.org/licenses/by-nc-nd/4.0/)

