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Abstract – The high pace rising global competitions across education sector has forced institutions to enhance aforesaid aspects, 
which require assessing students or related stakeholders’ perception and opinion towards the learning materials, courses, learning 

methods or pedagogies, etc. To achieve it, the use of reviews by students can of paramount significance; yet, annotating student’s 

opinion over huge heterogenous and unstructured data remains a tedious task. Though, the artificial intelligence (AI) and natural 

language processing (NLP) techniques can play decisive role; yet the conventional unsupervised lexicon, corpus-based solutions, 

and machine learning and/or deep driven approaches are found limited due to the different issues like class-imbalance, lack of 

contextual details, lack of long-term dependency, convergence, local minima etc. The aforesaid challenges can be severe over 

large inputs in Big Data ecosystems. In this reference, this paper proposed an outlier resilient semantic featuring deep driven 

sentiment analysis model (ORDSAENet) for educational domain sentiment annotations. To address data heterogeneity and 

unstructured-ness over unpredictable digital media, the ORDSAENet applies varied pre-processing methods including missing 

value removal, Unicode normalization, Emoji and Website link removal, removal of the words with numeric values, punctuations 

removal, lower case conversion, stop-word removal, lemmatization, and tokenization. Moreover, it applies a text size-constrained 
criteria to remove outlier texts from the input and hence improve ROI-specific learning for accurate annotation. The tokenized 

data was processed for Word2Vec assisted continuous bag-of-words (CBOW) semantic embedding followed by synthetic 

minority over-sampling with edited nearest neighbor (SMOTE-ENN) resampling. The resampled embedding matrix was then 

processed for Bi-LSTM feature extraction and learning that retains both local as well as contextual features to achieve efficient 

learning and classification. Executing ORDSAENet model over educational review dataset encompassing both qualitative 

reviews as well as quantitative ratings for the online courses, revealed that the proposed approach achieves average sentiment 

annotation accuracy, precision, recall, and F-Measure of 95.87%, 95.26%, 95.06% and 95.15%, respectively, which is higher 

than the LSTM driven standalone feature learning solutions and other state-of-arts. The overall simulation results and allied 

inferences confirm robustness of the ORDSAENet model towards real-time educational sentiment annotation solution.  

 

Keywords – Educational Sentiment Analysis, Semantic Features, CBOW, Bi-LSTM, Long-Term Dependency, Contextual 
Feature. 

I. INTRODUCTION 

The last few years have witnessed exponential rise in software computing, mobile technologies, internet and Big Data analytics. 

It has broadened the horizon for the different applications and data ecosystems enabling organizations to make situational 

awareness-based decisions. Amongst the major innovative technologies serving industries for data driven decisions, sentiment 

analysis has emerged as a decisive approach that exploits user’s online reviews to classify their sentiment polarity or perception. 

This as a result helps organizations improving the products and services [1-3]. In the current digital data world, performing 

sentiment annotations or labelling to each review manually is near impossible. Moreover, with rising data heterogeneity, 

unstructured-ness across online review datasets makes manual sentiment classification almost infeasible with manual approaches 

[2][4][5]. Despite challenges involved, sentiment analysis has been playing decisive role in industries including e-Commerce, 
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finance, manufacturing, entertainment, politics etc. [5]. To meet industrial demands, automated sentiment analysis technologies 

have evolved by using AI and NLP techniques [1-4][6-9]. These techniques are used to extract sentiment or polarity from input 
text representing review or feedback towards certain product, service or event. It enables organizations to have actionable 

knowledge for proactive decisions [2]. Functionally, sentiment analysis methods exploit sentiment metrics from the input text to 

predict respective opinion, and this approach makes it suitable to serve an array of industries including healthcare, e-Commerce, 

finance [7][10]; yet, its efficacy remains confined for a domain specific problem. A sentiment analysis model designed for a 

specific domain might perform differently for other domain’s review. On the contrary, ensuring reliability of a solution over 

unknown input texts has been becoming inevitable for industry. Though, in the past numerous AI and NLP driven sentiment 

analysis approaches are developed; yet, ensuring their efficacy towards education reviews and allied polarity assessment remains 

inferior due to low accuracy and high false positive performance [12]. On the contrary, the rising global population and allied 

educational demands, whether being served online or offline have forced educational institutions to exploit student’s reviews to 

understand their opinion to improve educational deliveries and courses for better performance [12]. With this motivation, this 

paper emphasizes on designing a robust sentiment analysis model for educational review dataset.  

 Sentiment analysis mechanism involves sentiment annotation process designed to label a review sentence or document with 
corresponding sentiment emptions, where the emotions can be positive, negative or neutral. Sentiment annotation can be done 

for individual review or can be cumulative sentiment for multiple reviews or documents, where the sentiment annotation can be 

done based on respective sentiment score or contextual polarity. In education domain as well, the sentiment annotation can be 

done by performing micro- assessment of the quantum emotions present within the texts representing reviews for courses, 

pedagogy, teaching performance, learning efficacy etc. Sentiment analysis can be used for the educational domain, where the 

feedback provided by the students towards the different learning paradigms, approaches, course, content, teaching efficacy, 

practices, student teacher behavioral aspects etc. can be used to improve products and practices within setup [12-14]. Based on 

the sentiment observed, the educational deliveries, practices and infrastructures can be improved and can be streamlined. It can 

also help in predicting the student’s performance to improve personalized learning [12][13]. In education domain, student’s 

feedback towards learning material(s), pedagogy, teaching practices, performance, etc. can be exploited to understand their 

opinion [14]. It can help educational institutions make optimal and timely measures to improve learning, engagement and 
deliveries [15]. Educational institutions can exploit student’s feedback after every semester to understand their opinion for the 

courses enrolled and the deliveries made [15]. Specifically, the use of statistical data as quantitative tool can be applied for 

student’s feedback assessment, while qualitative feedback can be exploited by NLP and AI to understand their opinion. Such 

practices can involve feature extraction, feature selection and classification to perform opinion classification and labelling [16]. 

The preliminary step in sentiment analysis is to annotate text with respective sentiment tag (say, negative, neutral or positive). 

In real-world application, the level of the sentiment assessment might differ based on the application environment and allied 

demand [17]. There can be certain applications demanding a snippet of the student’s perception and allied satisfaction report, 

while a few can employ topic level feedback and reviews to perform fine-grained analysis. The matter of fact is that the manual 

annotation of the sentiment for a large input review is near impossible and can be time-exhaustive [18].  

 Despite significances, ensuring precise sentiment annotation over large feedback data, especially with text heterogeneity and 

unstructured-ness has remained challenge [13]. In real-world data systems, there can be data heterogeneity with the different 
words constitutions, intends, etc. [12]. Additionally, the likelihood of data imbalance over large input text reviews can’t be ruled 

out [3]. Deploying AI and ML models over heterogeneous, skewed data with the lack of structure can limit accuracy of the 

solution [10][12][19]. Unlike conventional feedback texts, typically followed by qualitative methods, the quantitative reviews 

over multiple opinion scores like satisfied, dissatisfied, neutral, extremely satisfied and extremely dissatisfied (say, Likert’s scale) 

can make sentiment analysis more challenging. Thus, selecting an optimal data and computing environment is inevitable to 

achieve accurate sentiment analysis solution. The AI methods including machine learning, deep learning, and transformers [20] 

have played decisive role for student’s opinion mining and student review annotations [21]. The recent development in 

unsupervised methods, AI driven sentiment analysis methods possess ability to alleviate the manual annotation cost; yet, ensuring 

efficiency over unstructured, heterogeneous data remains a challenge. The authors [3] suggested to extract student’s opinion at 

varied levels such as entity level, sentence level, document level, which seems doable by using AI and NLP techniques [19][20]. 

In document level approaches, the complete reviews by a number of students can be exploited altogether to provide respective 

opinion label like negative, positive and neutral [22]. On the contrary, the sentence level method extracts opinion score for each 
sentence and label them as positive or negative. In entity level sentiment annotation methods, the reviews on an entity like course, 

teaching, assignment are exploited to label them. The aspect-based methods provide a fine-grained characterization of sentiment 

orientation on every data types. As per the educational purpose, the student’s feedback data can be exploited and analyzed at the 

different levels for opinion annotation. For instance, an educational decision system can require opinion mining at both 

document-level, entity level as well as entity level. In this case, guaranteeing optimality of feature extraction, selection, learning 

and classification remains inevitable. Despite efforts, there are numerous challenges like class-imbalance, lack of contextual 

details in learning, impact of long-term dependency on the sentiment probability, local minima and convergence during training 
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etc., which might impact the efficiency of the sentiment annotation solution. To generalize a solution, model requires robustness 

in terms of both data as well as feature optimality.  
 In sync with aforesaid research gaps and allied scopes, in this paper a robust outlier resilient semantic featured deep driven 

sentiment analysis model (ORDSAENet) is proposed for the education domain applications. The ORDSAENet model intends to 

address multiple aspects including data heterogeneity, unstructured-ness, semantic feature (latent information) learning, deep 

driven feature learning with contextual details, long term dependency and data imbalance that makes it robust towards real-time 

sentiment annotation. Considering the rising bots-driven content outliers on digital media, ORDSAENet at first performs text 

size-constrained outlier removal where being a sentence level sentiment analysis solution, the phrases with more than 250 words 

were removed from further processing. It helps in removing the irrelevant topic consideration in feature extraction and learning. 

Moreover, it also helps in removing outlier contents. It performs pre-processing over the input qualitative reviews from the 

students by applying the different pre-processing methods like missing value removal, Unicode normalization, Emoji removal, 

Website link removal, removal of the words with numeric values, non-word character(s) or Punctuations removal, lower case 

conversion, Stop-word removal, Lemmatization. Subsequently, it performs tokenization over the pre-processed text-sequences 

and thus converts input sentences into the corresponding tokens. The tokenized outputs from each review were then passed to 
the Word2Vec CBOW semantic embedding module that generated low-dimensional embedding metrics with intrinsically 

improved latent information. The embedded latent metrics was then fed as input to the SMOTE-ENN followed by Bidirectional 

LSTM (Bi-LSTM) deep network. Here, SMOTE-ENN alleviated any likelihood of class-imbalance, while Bi-LSTM exploited 

both local as well as contextual (say, global) features to perform learning and classification.  Moreover, it addresses the issue of 

long-term dependency in text sentences, which often remains unaddressed by researchers. The proposed Bi-LSTM model was 

designed in such manner that it yields higher accuracy with minimum computational costs. The Bi-LSTM model exploited 

ADAM optimizer that in sync with cascaded entropy loss function performed multi-class classification to annotate each review 

sentence as “Extremely Unsatisfied”, “Unsatisfied”, “Neutral”, “Satisfied” and “Extremely Satisfied”, and labeled it with “1”, 

“2”, “3”, “4” and “5”, correspondingly. To assess efficacy of the ORDSAENet sentiment annotation model, the performance 

comparison was done with other CBOW feature driven ML algorithms such as the Naïve Bayes (NB), k-NN, SVM, logistic 

regression (LR), and decision tree (DT) algorithms. The simulation over the educational sentiment review dataset exhibited that 
the proposed ORDSAENet model can achieve the average sentiment classification accuracy of 95.87%, precision 95.26%, recall 

95.06% and F-Measure of 95.15%. The overall performance characterization confirmed robustness of the proposed model 

towards real-time educational sentiment annotation tasks. 

 The other sections of this manuscript are divided as follows. Section II presents the related work, which is followed by the 

problem statement and research questions in Section III. Overall proposed model and its implementation is discussed in Section 

IV, while the research conclusion is given in Section V. The references used in this work is given at the end of the manuscript.  

   
II.  RELATED WORK 

The sentiment analysis methods by using unsupervised and supervised approaches are discussed as follows:  

Unsupervised Sentiment Annotation  

The majority of the unsupervised sentiment analysis methods employ two approaches broadly the lexicon-based method and 
the corpus-based methods. Some of these methods designed towards educational sentiment analysis tasks are given as follows: 

 

Lexicon-Based Sentiment Annotation  

The matter of fact is that the opinion terms, also called sentiment word(s) plays vital role in identifying the sentiment polarity 

of a given text or sentence [23]. Identifying aforesaid sentiment words within a sentence it can label that sentence or document 

for its polarity in unsupervised manner [22]. The majority of the lexicon-based methods use sentiment dictionary containing 

lexical units such as the words or phrases and allied sentiment polarity like real values in the range of −1 to +1, polarity values 

like positive, negative, or neutral. Though, such dictionaries can have more fine-grained classes as well encompassing very 

positive, positive, neutral, negative and very negative [24-28]. In the past, the different lexicon-based methods are proposed 

English language texts sentiment annotation. Some of the key methods using sentiment dictionary for the sentiment polarity 

annotations are SentiWordNet [29], Opinion Finder [30], Bing Liu’s Opinion Lexicon [31], MPQA subjectivity lexicon [32], 

Harvard General Inquirer, AFINN [33], SentiFul [34], Vader [35], TextBlob [36] etc. Tzacheva and Easwaran [37] used 
National Research Council (NRC) [38][39] lexicon dictionary to annotate student feedback in terms of the emotions like joy, 

fear, trust, anger, sadness, disgust, and anticipation in teaching. They used lexicon-based methods to assess the impact of active 

learning [40] and lightweight teams [41][42]. Though, such methods used emotion detection for sentiment analysis. To improve 

computation Rosalind and Suguna [43] focused on improving the Bing lexicon tool and proposed a customized sentiment 

lexicon (CSL), which was applied to assess sentiment polarity over the student’s feedback towards courses provided. More 

specifically, the authors applied Bing lexicon with CSL method to perform sentiment analysis. For better efficiency, they 

tokenized the input sentences, which was followed by the estimation of the polarity score for each word by using Bing and 

CSL tools. Finally, the cumulative score was used to predict the sentiment class for a given feedback sentence. The use of 
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lexicon-based methods can perform unsupervised labelling of the feedback data without manual labelling; yet, understanding 

the domain and context remains a challenge for these methods. The existing dictionary-based methods, which map certain 
keywords with allied polarity are found limited to label a sentence or document with the words out of the aforesaid dictionary. 

In other words, the likelihood of words beyond the predefined dictionary can’t be ruled out in educational feedback data. To 

address this problem, corpus-based sentiment analysis methods are proposed. 

 

Corpus-based Sentiment Annotation 

A corpus represents a group of texts representing a specific domain and subjective topic. The corpus-based sentiment analysis 

methods employ concurrence statistics and word’s syntactic patterns within the text corpora to annotate sentiment. It enables  

enhancing the sentiment lexicons with prior information related to the words throughout the semantic polarity of sentiment. 

The approach behind the corpus-based methods is to measure the semantic distance between a word and a set of polarity terms 

to measure the semantic polarity of the target word. Its efficiency can be understood by the fact that it can help to adapt the 

domain-independent sentiment lexicon to a domain-specific lexicon [44].  

 
Supervised annotation techniques 

Though, the above discussed lexicon and corpus-based sentiment annotation techniques are capable of labelling the student’s 

feedback data with respective sentiment polarity; yet, annotating the opinions over a large number of reviews can be a challenge 

[45]. To alleviate it, AI and NLP methods have gained widespread attention where its ability to get trained over certain pre-

processed NLP data enables predicting the sentiment class of an input sentence or document. For supervised learning-based 

sentiment annotations, three key approaches or techniques are developed. These are, the machine learning based methods, deep-

learning based method and transformer-based methods.  

 

Machine learning 

In education domain, the learning management system (LMS) have gained attention globally for its potential to provide courses 

and allied data access for both online as well as offline learning and engagement. However, its efficacy often remains centered 
on the affinity of students. In this reference, the authors [45] assessed student feedback collected from a university towards the 

LMS driven course being provided. They applied machine learning method to classify student’s feedback towards the course 

materials into sentiment classes like positive, negative, or neutral so as to help university for further improvement in the course 

materials and deliveries. They used six ML classifiers including multinomial logistic regression (LR), decision tree (DT), multi-

layer perceptron (MLP), XGBoost, support vector classifier (SVM), Gaussian Naive Bayes (GNB), and k-nearest neighbors 

(k-NN) to perform student’s sentiment annotation. The depth performance characterization revealed that the logistic regression 

method can yield superior results over the other state-of-art machine learning algorithms. Lwin et al. [46] exploited students 

review along with the quantitative ratings to perform sentiment classification. They performed clustering over the quantitative 

rating scores by using K-means clustering algorithm. They applied six ML algorithms including SVM, LR, MLP, and random 

forest (RF) to classify the clustered dataset. They manually labelled the textual feedbacks as positive or negative as their 

sentiment. Subsequently, a NB was applied to train the labelled dataset for further two-class classification (i.e., negative and 
positive). Faizi [47] performed learner’s sentiment analysis towards YouTube education videos by exploiting reviews dataset. 

The authors used different ML algorithms including RF, LR, NB and SVM to learn the feedback datasets and classify feedback 

as positive or negative. They claimed that the SVM classifier could achieve superior accuracy (92.82%) than other machine 

learning algorithms. Kaur et al. [48] applied three machine learning algorithms employing RF, LR and SVM classifiers to 

perform sentiment classification. They applied lexicon-based tool called SentiwordNet to label student reviews and labelled 

them as positive or negative labels, which were used further to train the proposed hybrid classifier to perform sentiment 

classification. The authors found that their proposed hybrid classifier performed better than the standalone SVM classifier. 

Dolianiti et al. [49] performed document and sentence level sentiment annotation by using IBM Watson Natural Language 

Understanding, Microsoft Azure Text Analytics API, OpinionFinder 2.0, Repustate, and Senti-strength in educational domain 

text reviews data. The authors used two student’s reviews data pertaining to the learning management system. Ahmad et al. 

[50] performed document level sentiment annotation model in faculty performance review data. They used SVM and NB on a 

pre-processed 5000 reviews data, where they achieved respective sentiment annotation accuracy of 72.80% and 81%, 
respectively. Sivakumar and Reddy [51] assessed semantic relatedness by using cosine similarity method for sentence level 

sentiment annotation in student feedback data. They used three machine learning methods DT, SVM, and NB to perform 

sentence level opinion annotation. Despite their effort to use lexicon-based SentiWordNet for sentence level annotation; it 

failed in addressing challenges like class-imbalance and data heterogeneity, which is common in real-world data systems. 

Similarly, a few methods [52] intended to extract one or more aspects from input review phrases or sentences and annotate 

them in two polarities like positive or negative. To improve efficacy, though they applied SVM, cascade classifier, and rule-

based methods altogether that exhibited F-Measure of 0.94. Though, the use of SVM with a dictionary-based method exhibited 

0.83. Yang [53] extracted automatic sentiment annotation model by exploiting educational reviews pertaining to the content, 
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teacher, lesson, and curriculum. Ding et al. [54] used TF– IDF and Doc2Vec for sentiment annotation. To achieve better 

accuracy Gradient Boosting Tree and Linear SVM algorithms. Li and Lu [55] exploited latent information for entity-level 
sentiment annotation to label each entity as positive, negative or neutral sentiment. Shaik et al. [11] performed fine-grained 

assessment of sentiment opinion in educational review data. The authors suggested to use latent semantic information to 

perform sentiment annotation. Rosalind and Suguna [56] proposed an aspect-based sentiment analysis (ABSA) model by 

extracting the student’s opinion towards online course by using machine learning method. Their approach at first segmented 

the student reviews by applying unsupervised and semi-supervised linear discriminant analysis (LDA) method. It was achieved 

by segmenting the input data into the sentences for aspect-based analysis for polarity annotation. They trained the maximum 

entropy classifier to annotate sentiment for multiple aspects; yet, the highest accuracy of 80.67% questions its generalizability. 

Edalati et al. [57] performed ABSA on student review data to assess their experience towards the lecturers and online teaching 

deliveries. The authors applied RF, SVM, DT, and deep learning method to label student opinions. The RF ensemble learning 

model exhibited an F1-Score of 98.01%. Despite the claims to have almost 97% F-Score, Wehbe et al. [58] could not address 

the problem of data imbalance amongst the students’ reviews. Amongst the different machine learning classifiers RF was found 

performing superior towards fine grained sentiment classification in six emotions including happiness, surprise, sad, anger, 
fear, and disgust. Dehbozorgi and Mohandoss [59] developed a multi-class sentiment classification model for students’ speech 

analysis and annotation. In their method, rule-based POS tagging was performed to extract aspects, which was followed by k-

NN based prediction to perform student’s performance by interpolating aspects and (student’s) sentiment. Kastrati et al. [60] 

performed student’s opinion mining and annotations in MOOCs related data, where CNN learning model exhibited the F-

Measure of 82.10%.  

 

Deep learning 

Yu et al. [61] designed a deep learning based educational sentiment analysis model by CNN network. They applied CNN to 

learn over the structured data including attendance, grades and unstructured text reviews collected from a total of 181 students. 

They performed manual annotation of the text reviews with two classes; positive and negative using Self-Assessment Manikin 

rating method [62]. The extracted features were then trained by using SVM as well as cross-entropy driven Softmax classifier. 
The CNN-based model exhibited superior efficacy with an average F-measure of 0.74. Sutoyo et al. [63] applied CNN model 

to assess teacher’s efficacy by exploiting student review data. They claimed to have achieved accuracy, precision, recall, and 

F-Measure of 87.95%, 87%, 78%, and 81%, correspondingly. To improve contextual learning abilities, they suggested to 

append attention layers which could enable identification of the sadness impact of words on emotion. Sangeetha and Prabha 

[64] designed a multi-head attention fusion concept for sentiment analysis in student’s feedback data, where the input text 

sequences were processed in parallel throughput the multi-head attention layer by using Glove and Cove embedding. They 

designed multi-head attention layer with the aforesaid embedding layers that produced word-embedding matrix which were 

passed to the LSTM for learning. To improve learning accuracy, they regulated the dropouts of the different layers. Thus, 

applying this method they classified reviews as positive, negative or neutral. They inferred that the amalgamation of the multi-

head attention with embedding layer and LSTM performs better than multi-head attention and LSTM individually.  

 
Transformers 

To exploit contextual details from the text reviews, the authors [65] designed a bidirectional encoder representation from 

transformers (BERT) for educational sentiment analysis. They used BERT to learn the student’s feedback that helped 

identifying the top terms representing the negative and the positive polarities. They used K-Means clustering with cosine 

similarity over 300 MOOCs titles obtained from Udemy learning platform. Here. K-Means clustering obtained a total of 14 

clusters, where the top terms were obtained from each cluster. Finally, the BERT model was applied to assess the associations 

between student–teacher, student-course, and learner’s issues (text) descriptions to perform sentiment analysis. It indicated 

more negative sentiment towards courses than to the teachers. Li et al. [66] designed BERT-CNN model to perform sentiment 

analysis over the learning comments. They used BERT-CNN with a self-attention process which performed same as the 

classical BERT model even with significantly reduced design parameters. The BERT-CNN model performed better than other 

lexicon-based solutions with an accuracy of 92.8%, and F1-Score of 95.2% and 81.3% for Positive and negative class, 

correspondingly.    
III. PROBLEM FORMULATION 

The AI and NLP driven sentiment analysis methods can have the decisive role towards education industry where the institutions 

might exploit student reviews and feedback to improve at hand courses, learning pedagogies, teaching efficiency, infrastructures 

etc. However, disparity amongst the feedback over gigantically large reviews, especially encompassing the feedback sentences 

or phrases with different word constituents, intends etc. makes annotation more challenging. Approaches employing lexicon 

can’t be optimal with such heterogenous data as there can be the large number of sentences which might fall beyond the 

predefined lexicon dictionary. Moreover, it can yield false positive results over phrases with mixed emotions. Unlike 

conventional lexicon and machine learning driven approaches, though, in the last few years numerous efforts have been made 
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by exploiting deep learning models towards sentiment analysis; however, the efforts towards education domain are rare. In 

addition, most of the classical deep network driven approaches such as CNN, LSTM etc. have used local sentiment features from 
the input sentences and often fail in addressing long term dependency problem. This lack of long-term dependency limits learning 

to exhibit high reliability. It requires the use of a robust deep network which could exploit both local sentiment features as well 

as long-term contextual features for better learning and hence accuracy.  

 In sync with aforesaid inferences, this paper proposed ORDSAENet for educational sentiment analysis and annotation. 

Recalling fine-grained reviews and gradience of sentiment, this work considered primary student’s review dataset encompassing 

both qualitative reviews as well as quantitative ratings for each review. In other words, almost 1.07 Lakhs student’s reviews were 

collected with their textual feedbacks (say, qualitative feedback), which were also annotated in terms of the sentiment gradience 

levels like “Extremely Unsatisfied”, “Unsatisfied”, “Neutral”, “Satisfied” and “Extremely Satisfied”, which were annotated as 

“1”, “2”, “3”, “4” and “5”, respectively. In this work, the aforesaid quantitative ratings were obtained on Five Point’s Likert’s 

scale to have fine grained sentiment perception for each review or qualitative reviews. Thus, obtaining the qualitative reviews 

and corresponding quantitative ratings, ORDSAENet performed different pre-processing tasks including missing value removal, 

Unicode normalization, Emoji removal, Website link removal, removal of the words with numeric values, non-word character(s) 
or Punctuations removal, lower case conversion, Stop-word removal and Lemmatization. Considering online bot-driven fake 

reviews and promotional spams (say, outlier) in datasets, in addition to the above stated pre-processing tasks, an outlier removal 

strategy was applied that removed those review sentences having length of more than 250 words. Subsequently, to transform 

input text sequences in each review data, tokenization was performed that transformed text sequences into corresponding set of 

tokens. To ensure maximum possible intrinsic feature with efficient long-term dependency (learning) ability, the proposed 

ORDSAENet performs semantic word-embedding method by using CBOW word-embedding method. The embedded semantic 

metrics from the tokens pertaining to each qualitative review was processed for SMOTE-ENN resampling that alleviated any 

likelihood of class-imbalance in input data. Subsequently, the resampled embedding matrix was passed to the Bi-LSTM deep 

feature extraction and learning. Unlike traditional LSTM or other RNN networks, the use of Bi-LSTM helped extracting both 

local as well as contextual features (also called the global features) to perform learning and classification. The proposed 

ORDSAENet model designed and implemented Bi-LSTM model with ADAM optimizer, learning rate of 0.0001. Applying 
cascaded cross-entropy loss function it performed multi-class classification to annotate each review as “Extremely Unsatisfied”, 

“Unsatisfied”, “Neutral”, “Satisfied” and “Extremely Satisfied”, and annotated them with the label “1”, “2”, “3”, “4” and “5”, 

respectively. To assess whether the proposed CBOW semantic feature driven Bi-LSTM model (i.e., ORDSAENet) can achieve 

superior efficacy, the comparison was done with the different ML algorithms (here, NB, LR, k-NN, SVM, and DT) designed 

with CBOW feature driven sentiment analysis. The efficacy of the proposed ORDSAENet model was examined in terms of 

accuracy and F-Measure, which is compared with other sentiment analysis tools.  

 

IV. RESEARCH QUESTIONS  

In sync with the research goals, this research intends to achieve an optimal and justifiable answer(s) for the following questions: 

RQ1: Can the use of the pre-processing methods like missing value removal, Unicode normalization, Emoji removal, 

Website link removal, removal of the words with numeric values, non-word character(s) or Punctuations removal, 
Lower case conversion, Stop-word removal, Lemmatization and tokenization be effective to address data 

heterogeneity and unstructured-ness problem of the real-time educational review datasets for sentiment analysis? 

RQ2: Can the use of Word2Vec CBOW semantic embedding method with SMOTE-ENN resampling provide sufficiently 

large latent information for further feature extraction and learning towards educational sentiment analysis? 

RQ3: Can the use of CBOW semantic embedding assisted Bi-LSTM deep model be effective (with local and contextual 

details with long-term dependency learning ability) towards educational sentiment analysis and annotation? 

RQ4: Can the strategic amalgamation of aforesaid feature model (i.e., CBOW) and machine learning algorithms be 

effective towards real-time educational sentiment analysis? 

RQ5: Can the proposed ORDSAENet be more efficient than the other state-of-art educational sentiment analysis 

solutions?  
V. SYSTEM MODEL  

The proposed ORDSAENet model encompasses these steps:  
Phase-1 Data Acquisition, 

Phase-2 Pre-Processing, 

Phase-3 Semantic Word2Vec (CBOW) Embedding, 

Phase-4 SMOTE-ENN Resampling, 

Phase-5 Bi-LSTM Feature and Learning, and  

Phase-6 Performance Analysis.  
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Data Acquisition 

This is the matter of fact that there exist very few data available towards sentiment analysis in education domain. Despite rising 
significant the lack of efforts towards educational sentiment analysis, the limited data availability can be hypothesized. However, 

in sync with at hand research goal, we prepared own data by scrapping online reviews from EdTech companies including Udemy, 

Coursera etc. The reviews were collected from the different online educational websites, where scrapping the feedback the dataset 

was pre-labelled on the basis of their corresponding ratings. The data contained three components; first course identification 

code, second review, and third label. Here, course ID represents the unique identifier for the course, while review states the actual 

course review. On the contrary label states the rating for the course review. The considered dataset encompassed labels or the 

ratings on Five Point Likert’s scale, where the students have provided label for each review in the form of Likert scale (i.e., 1- 

Extremely Dissatisfied, 2-Dissatisfied, 3-Neutral, 4-Satisfied, and 5-Extremely Satisfied). The considered dataset encompassed 

1,07,018 number of reviews. The overall dataset encompassed qualitative as well as quantitative feedbacks pertaining to the 

online courses. Here, qualitative review presented student’s reviews towards the course material, performance, faculty and allied 

cumulative perception and performance. On the contrary, the quantitative review possessed the ranking over 5-Points Likert 

scale. In other words, the students provided the rank or review rank to each feedback presenting qualitative feedback towards 
the education being provided and allied pedagogy (say, cumulative perception). The rating distribution for the considered dataset 

is given in Table 1.  
 

Table 1.  Data Characteristics 

Rating Type 

(Quantitative) 
Signifier 

No of 

Samples 

Examples 

(Qualitative) 

1 Extremely Dissatisfied 2251 A lot of speaking without any sense. Skip it at all cost 

2 Dissatisfied 2469 
Course was not easy to grasp, lost interest after the first week 

and I barely got through the quiz at the end. 

3 Neutral 5071 Full Individuals speaking 

4 Satisfied 18054 
Course is comprehensive and detailed. But is a bit fast paced for 

people new to IT Finance 

5 Extremely Satisfied 79173 
Great course - I recommend it for all, especially IT and Business 

Managers! 

Observing the data (Table I), it can be found that one class (Extremely Satisfied) has 79173 reviews, while 2469 reviews 

possessed dissatisfied related reviews. The similar pattern can be found with other classes as well. It signifies the data imbalance 

case and hence training a model with such dataset can force the model to undergo skewed learning and classification. It can cause 

false positive or false negative performance. To alleviate this problem, the model requires proper data modelling with the ability 

to address class-imbalance. In sync with the data problems, in this paper the emphasis is made on designing a robust sentiment 

analysis model that addresses both data limitations as well as allied computational efficacy. To ensure optimal data quality,  

different pre-processing methods were applied. Though, the considered dataset possessed uniform data structure with minimum 

data heterogeneity or noise elements. The word-cloud of the input dataset for the different sentiment labels is given in Fig. 1. 

 
Pre-processing 

Though the considered dataset didn’t have significant noise elements; however, in sync with the real-time application 

ecosystem, especially in Big Data, such data conditions can’t be ruled out. In real-world data the text reviews can possess 

emotional as well as aspect’s disparity, where the users can give feedback with the different words, text-compilation and 

emotions. Therefore, suppressing differences resembling the noise elements can be vital. The likelihood of outliers, signifying 

the text or phrases which are irrelevant to the target sentiment domain (here, education domain) can’t be ruled out. Training 

any ML model over such irrelevant data and allied features might impact overall sentiment classification accuracy, and hence 

to achieve a robust and reliable opinion mining model over the real-world datasets, performing pre-processing is must. In this 

work varied pre-processing methods are used. These methods are: 

 Outlier removal, 

 Hashtag and Website removal, 

 Emoji removal, 

 Missing value removal, 

 Punctuation removal 

 Numeric word removal, 

 Unicode Normalization,   
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 Stopping word removal,  

 Lower case conversion, 

 Lemmatization,  

 Tokenization. 

A brief of these pre-processing models is given as follows:  

 

Outlier Removal 

Typically, on digital data platforms including social media, blogs, review platforms etc., it is found that in addition to the 

subject specific discussion or reviews the users dump irrelevant text content as well. Such practices have been done by manual 

posting as well as by automated AI-bots driven solutions, where the tools identify the web-location to drop its target data 

including backlinks, and other unknown or unexpected text content. For example, a platform named “Quora” discussing the 

reviews about new education policy (NEP) can have the non-NEP related texts, intentionally created by the bloggers, search 

engine optimization professionals and even AI-bots. Considering aforesaid non-ROI text data and allied feature extraction and 
training might impact overall performance. Therefore, it becomes vital to remove such elements from the source text. 

Additionally, the aforesaid outliers might put a large chunk of text data encompassing dozens of the sentences with ambiguous 

text-components or intends. Training any model over such ambiguous data might result false positive or false negative result. 

To alleviate it, outlier removal can be of great significance. A basic approach to remove such irrelevant text outlier reviews can 

be to constrain the phrases with certain text-length. In ORDSAENet, we defined the text size as 250 words. In this method, 

once identifying the relevant text or subject type each review sentence was trimmed or cropped to retain merely 250 words of 

the data, while the remaining texts were dropped down from any further computation. Though, identifying a relevant text type 

required pre-defined data map or dictionary driven solution, we have kept that out of this research scope, which would be done 

in future to strengthen ORDSAENet with outlier data removal at application gateway side.  

 

Hashtag and website link removal 

To gain competitive markets, SEO has been the dominant tool, especially to improve backlinks and digital world penetration. 
In other words, professionals use different sophisticatedly designed tools such as Hashtag (“#”) and URL weblinks to improve 

SEO or allied reachability. To achieve it, the individual or firms often use manual or bot techniques to drop contents with 

hashtag and weblink. However, in reality such hashtags and weblinks don’t have significance or intend towards sentiment or 

opining analysis. Such outliers on the other hand might impact sanity of the sentiment features and hence overall learning 

potential. To alleviate aforesaid problems, our proposed ORDSAENet model performed hashtag and URL removal from the 

input text contents. To achieve it, we applied Python inbuilt functions that detect hashtag and URL contents and removes from 

the original data content. Once removing these outliers, it concatenates the words within the sentence to have linearity across 

text composition.  

 

Rating 1 Rating 2 Rating 3 Rating 4 Rating 5 

     
Fig 1. Word-Cloud Presentation for the Different Ratings 

 

Emoji Removal 

Similar to the hashtag components, the model digital world provides users an attractive and perceptually engaging tool called 

“Emoji” signifying sentiment or emotional aspects. The users often use Emoji to present their emotional aspects and state of 

mind; however, in digital processing such elements turn-out to be outlier due to the lack of any relatable significance with other 

text constituents. The non-text presentation of emoji (For instance, the happiness mood is stated by “😊”; however, the textual 

components of this emoji are “:” and “)”, which as cumulative content (i.e., “:”, “)”) doesn’t have any relationship with 
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sentiment label or aspect. To ensure optimal feature extraction and learning, removing these emoji contents can be vital. 

ORDSAENet used NLTK (NLP) inbuilt function that removed emoji content(s) from each sentence. 
 

Missing Value Removal  

To alleviate any possibility of broken sentences, missing word or text constituents, which is unavoidable in real-world data 

ecosystem, our proposed ORDSAENet applied NLTK library that removed the content with incomplete communication or 

meaning.  

 

Punctuation removal  

In text data, users often use non-text elements or non-word elements (say, symbols or the punctuation marks like ex. “,”, “?”, 

“!”,”;”, “:”, etc.). These punctuation marks are used in phrases to enhance textual understanding and provide emphasis. 

Noticeably, as stated above such symbols don’t have the impact on sentiment polarity, yet, its presence in data might makes 

feature extraction and learning inferior. Moreover, it can make NLP solution more complex and ambiguous due to the lack of 

intrinsic feature continuity and learnable feature environment. Thus, employing a regular expression approach and rule-based 
method ORDSAENet model removed punctuations or non-word characters.  

 

Numeric word removal 

Sentiment polarity being reliant on constituting words (in each review) remains unimpacted due to the presence of numerical 

components. For instance, in text-based educational sentiment analysis tool, there can be the data elements like “90% marks”, 

“50000 Rs. fees”, etc. don’t have impact on polarity label. Therefore, to ensure feature optimality the proposed model removes 

numeric data elements. To achieve it, NLTK tools and rule-based methods are applied to remove numeric words.  

 

Unicode Normalization  

In the last few years, the development in competitive and user-friendly applications where the application(s) provides users the 

ability to write texts in the different fonts or languages. In this case, the likelihood of the text presence in the different languages, 
fonts (Times New Roman, Helvetica, etc.) or writing style (Ex. Italics, bold, etc.) can’t be ruled out. Such diversity can make 

NLP more complex and difficult to achieve expected performance. To alleviate such problems, our proposed ORDSAENet 

model performed Unicode normalization that transformed entire text into single font and hence achieved uniform data for 

further tokenization and allied semantic embedding.  

 

Stopping word removal 

Similar to the aforesaid non-text components, stopping words which states the English words which add no value to the sentence 

and hence makes embedding more complex. In this work, our proposed ORDSAENet model removed stop-words from the 

input text or review sentences without changing the real intend of the sentence. We applied NLTK corpus stop-words to remove 

existing stop-words from the input texts.  

 
Lower case conversion  

Typically, the machine learning algorithms are case-sensitive and therefore the differences amongst the case might make 

learning more complex during training. To alleviate this problem, ORDSAENet model performed lower case conversion by 

using Python’s NLTK libraries and allied lower-case conversion tool.  

 

Lemmatization  

This method transforms an extended word into its root form. It measures the real intended component of speech perfectly 

without losing the sense of a word in a phrase. In general, stemming and lemmatization differs, where the lemmatization method 

examines the context, which is then followed by transforming the extended word into the appropriate root word. Unlike 

lemmatization, stemming merely extended characters like “s”, “es” etc. are removed at the end of the word. Stemming is 

criticized due to its resulting compromises with the actual or intended meaning of the word in the review or feedback phrases. 

The illustration of the different lemmatization and stemming can be found as follows:  
Hobbies  Lemmatization Hobby 

Hobbies  Stemming Hobbi. 

The lemmatization can be of decisive significance, and therefore this work performed lemmatization over the input text 

sequences, which was later processed for tokenization.  

 

Tokenization  

Once converting the raw inputs into structured and noise free text sequences, the input sentences were processed for tokenization 

that transformed input sentences into “tokens”. A token can be a phrase comprising a few words, a number, or any symbol that 
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possesses all allied relevant information related to the data. Once obtaining the tokens from each input review sentences, it was 

processed for semantic word-embedding. 
 

Semantic Word2Vec CBOW Embedding  

Recalling the significance of the latent feature learning towards NLP problems [43][63], in this work the tokenized outputs 

were processed for the latent semantic feature extraction. Here, the key intend was to retain maximum possible local as well as 

contextual features to perform learning and classification. In majority of the state-of-arts the authors have directly passed 

tokenized data as input to the deep networks like LSTM that limits their ability to carry merely the local features. On the 

contrary, this study hypothesizes to train the model with both local as well as global features with latent details so as to make 

learning superior. ORDSAENet initially performs semantic embedding, which is then followed by deep feature extraction. 

Here, the motive was to retain the latent details from the input text data, which could be effectively processed for deep feature 

extraction by using Bi-LSTM which has emerged as a potential approach to retain maximum possible intrinsic features 

(including local as well as contextual features) from the input sequential data. Moreover, it addresses the problem of long-term 

dependency that strengthens ORDSAENet to achieve better learning and hence superior reliability. In the past, the different 
semantic embedding methods are proposed such as Word2Vec, Glove [64], TF-IDF etc.; however, the variants of Word2Vec 

like CBOW has performed superior. This is because of its low-dimensional intrinsic feature capability [67]. Our proposed 

ORDSAENet model used Word2Vec driven CBOW word-embedding method which converted input tokens into the equivalent 

word-level embedding matrix. It applies neuro-computing to learn the associations amongst the tokens and obtains text-features 

for each word in the input text-corpus, representing the review dataset. The proposed method applied a list of numbers, also 

called “vector” to represent each unique word in the input text. The potential to extract latent semantic information from text 

without human intervention makes it suitable for educational sentiment analysis tool. In function, the CBOW contains two sets 

of vectors (often called the word-embedding vectors), “Source-side” and “Target-side” vectors stating 𝑣𝑤 , 𝑣𝑤
′ ∈ ℝ𝑑 for each 

input tokens (let, 𝑤 ∈ 𝑉 be the tokenized data). Being a Gensim driven approach, a text window within the input text corpus 

embodies central token 𝑤0  and thus generates allied context embedded vector 𝑤1 , … , 𝑤𝐶. In this manner, it retrieved the CBOW 

loss as per the equation (1).  

𝑣𝑐 =
1

𝐶
∑𝑣𝑤𝑗

𝐶

𝑗=1

 

(1) 

ℒ = − 𝑙𝑜𝑔 𝜎 (𝑣𝑤0
′  𝑇𝑣𝑐

) − ∑𝑙𝑜𝑔 𝜎(−𝑣𝑛𝑖
′  𝑇𝑣𝑐

)

𝑘

𝑖=1

 

(2) 

 In (2) 𝑛1, … , 𝑛𝑘 ∈ 𝑉 represents the negative examples generated from the noise distribution 𝑃𝑛 over the input token vector 

𝑉. Here, ℒ gradient is estimated with respect to the target value 𝑣𝑤0
′ , negative target value 𝑣𝑛𝑖

′  and average context source (𝑣𝑐) 

by using following mathematical models.  
𝜕ℒ

𝜕𝑣𝑤0
′ = (𝜎(𝑣𝑤0 

′  𝑇𝑣𝑐
) − 1)𝑣𝑐 

(3) 

𝜕ℒ

𝜕𝑣𝑛𝑖
′

= (𝜎(𝑣𝑛𝑖
′   𝑇𝑣𝑐

) − 1)𝑣𝑐 
(4) 

𝜕ℒ

𝜕𝑣𝑐

= (𝜎(𝑣𝑤0 
′  𝑇𝑣𝑐

) − 1)𝑣𝑤0 
′ + ∑(𝜎(𝑣𝑛𝑖

′   𝑇𝑣𝑐
) − 1)𝑣𝑛𝑖

′

𝑘

𝑖=1

 

(5) 

 

    Thus, applying the Chain-rule mechanism over the source context embedding, our proposed model retrieved the gradient of 

the predicted word vector, as given in equation (6). 

 

 
𝜕ℒ

𝜕𝑣𝑤𝑗

=
1

𝐶
[(𝜎(𝑣𝑤0 

′  𝑇𝑣𝑐
) − 1)𝑣𝑤0 

′ + ∑ (𝜎(𝑣𝑛𝑖
′   𝑇𝑣𝑐

) − 1)𝑣𝑛𝑖
′𝑘

𝑖=1 ] (6) 

 In ORDSAENet to alleviate any likelihood of improper context vector update, the context word normalization is performed 

over the extracted embedding vectors. To achieve it, the context window’s width was randomly sampled in the defined range 

of 1 to 𝐶𝑚𝑎𝑥 for each target word. Thus, ORDSAENet obtained word-embedding metrics for each input sentence.  

 

SMOTE-ENN Resampling  
In the real-time data system, the likelihood of class-imbalance can’t be ruled out, especially over the dynamic data conditions. 

Therefore, training any machine learning model over skewed data or class-imbalanced data might cause frequent false positive 

or false negative performance. To alleviate it, ORDSAENet performed resampling over the semantic embedding metrics (6). 
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Unlike up-sampling or random sampling techniques, which are often criticized for its iterative hotspot creation (say, frequent 

imbalance), we used SMOTE-ENN that applied ML method to select the optimal set of synthetic samples which could leverage 
the difference of the majority and the minority class samples. The SMOTE generates synthetic samples representing highly 

correlated features, without affecting the original sample distribution across the dataset. SMOTE-ENN applied minority samples 

from the different classes as input to generate the synthetic samples, which were later processed with k-NN classifier with the 

Euclidean distance. It formed a vector between the current samples and the one from obtained k-neighbours. The obtained vector 

is then multiplied with a random number existing in between 0 to 1, which was appended to the original sample to obtain the 

final synthesized sample as output. Noticeably, in traditional SMOTE defining class-boundaries can be difficult as there can be 

synthetic minority samples undergoing cross-over or overlap with the majority class. The severity of such overlap can be high 

over the large non-linear features, and therefore, it can mis-label the synthetic samples. Training a model with miss-labelled data 

can cause false positive or false negative results. To alleviate it, ORDSAENet applied SMOTE-ENN algorithm that applies 

Edited Nearest Neighbour (ENN) in which the label of each synthetic sample is compared with respect to the vote of its k-NNs 

neighbours. In case it finds any inconsistency between the input sample and corresponding k-NNs, it drops that sample from the 

synthetic sample set, else it retains the same to append the original sample. The higher 𝑘 enables stringent cleaning and hence 

appends original data with the optimal set of synthetic samples to alleviate class-imbalance problem. The pseudo-code for the 

SMOTE-ENN model is given as follows:  

 

Pseudo Algorithm-1 SMOTE-ENN Resampling 

Input: Semantic (Latent) Embedded Metrics 

Step-1 Oversampling 

1. Select a sample 𝑥𝑖 arbitrarily from the minority class samples 

2. Search for k-NN samples of 𝑥𝑖 

3. Generate the synthetic sample 𝑝 by randomly selecting one of the k-Nearest neighbours 𝑞, and connect 𝑝 and 𝑞 to 

create a line segment in the feature space  
4. Assign the minority class label to the newly created synthetic sample 

5. Generate successive synthetic samples as a convex combination of the two selected samples. 

Step-2 Under sampling  

6. Select the sample 𝑥𝑖 ∈ 𝑆, where 𝑆 being the total number of samples 𝑥𝑖 from the minority class. 

7. Search for the k-NN sample of 𝑥𝑖. 

8. In case 𝑥𝑖 has more neighbours from other class(es), then discard 𝑥𝑖. 

9. Repeat the process 6-8 for all examples in the dataset.  

Output: Balanced sentiment dataset  

 Now, once obtaining the CBOW embedding matrix from the input text sequences, the outputs were passed to the Bi-LSTM 

network for further feature extraction and learning. Noticeably, unlike traditional approaches including ML and deep driven 

solutions, Bi-LSTM performs encoding and decoding over the input text sequences (or sequential inputs). Its ability to perform 
self-embedding, feature extraction, learning and classification makes it robust towards real-time prediction or classification 

tasks, for example the at hand sentiment prediction problem. A brief of the proposed Bi-LSTM feature extraction and learning 

model is given in the subsequent section. 

 

Bi-LSTM Learning.  

Unlike classical deep networks such as CNN, recurrent neural network (RNN (LSTM)), which merely exploit local features 

from the input text sequences, our proposed ORDSAENet model applies Bi-LSTM RNN. Unlike classical LSTM model that 

can merely retrieve local deep features, Bi-LSTM can achieve both local as well contextual features for further learning and 

classification. Before discussing Bi-LSTM deep network, a brief of the LSTM network is given as follows: 

 

LSTM Network  

The LSTM model was initially designed to address the issue of vanishing effect in deep feature extraction and learning, 
especially in the RNN. The basic approach behind the implementation of LSTM network is to control the cell-states by applying 

a set of gate components, called input gate, forget gate and output gates. As illustrated in Fig. 2, in LSTM the forget gate 𝑓𝑡  

examines whether it needs to keep the information pertaining to the previous state (𝑐𝑡−1) or forget it by assessing the values of 

the input (𝑥𝑡) and the hidden state (ℎ𝑡−1). The output values for this gate can be either 0 or 1. Similarly, the input gate (𝑖𝑡) 

estimates the level of information related to the input text (𝑥𝑡) and the hidden layer information (ℎ𝑡−1) which has to be passed 

to update corresponding cell-state, to achieve output either as 0 or 1. The parameter 𝑐𝑡  signifies the retrieved cell state by using 

mathematical formula on 𝑐𝑡−1, 𝑓𝑡  and 𝑖𝑡 . In this process, the information flow in between the current cell state to the hidden 

state is controlled by the output gate (𝑂𝑡) that exists in either state 0 or 1. Let, at certain time 𝑡, let 𝑥𝑡be the input to the LSTM, 
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and the earlier hidden state be ℎ𝑡−1, with the descendent cell-state 𝑐𝑡−1. Moreover, consider that the current output of the hidden 

state and the current cell state be ℎ𝑡 and 𝑐𝑡 , correspondingly. Now, in this configuration (Fig. 1), the different gate elements 

and their respective outputs can be derived as per (7-11).  

 

𝑓𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑓𝑥𝑥𝑡 + 𝑊𝑓ℎℎ𝑡−1 + 𝑏𝑓) (7) 

 

𝑖𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑖𝑥𝑥𝑡 + 𝑊𝑖ℎℎ𝑡−1 + 𝑏𝑖) (8) 

 

𝑐𝑡 = 𝑐𝑡−1 ⊙ 𝑓𝑡 + 𝑖𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝑊𝑐𝑥𝑥𝑡 + 𝑊𝑐ℎℎ𝑡−1 + 𝑏𝑐) (9) 

 

𝑂𝑡 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑊𝑜𝑥𝑥𝑡 + 𝑊𝑐ℎℎ𝑡−1 + 𝑏0) (10) 

 

ℎ𝑡 = 𝑂𝑡𝑡𝑎𝑛ℎ(𝑐𝑡) (11) 

 

 In (7-11), 𝑥𝑡 ∈ 𝑅𝑛 be the input vector, 𝑊 ∈ 𝑅𝑣∗𝑛 , 𝑏 ∈ 𝑅𝑣, where the superscript variables 𝑛 and 𝑣 be the dimensions of the 

input vector and the words in input corpus, correspondingly. 

 

Input Layer 

The embedded vectors were passed to the input layer of the Bi-LSTM, as 𝑥𝑡. Consider, 𝑤1, 𝑤2, 𝑤3 , … ,𝑤𝑣 be the total count of 

the unique words in each tokenized dictionary 𝐷 = 𝑑1, 𝑑2, 𝑑3, … , 𝑑𝑚 and 𝑖1, 𝑖2, 𝑖3, … , 𝑖𝑣  pertains to the total unique indices, 

referring the natural numbers, where 1 and 𝑣 states the first and the last data index or the vocabulary, respectively. In the 
proposed Bi-LSTM, the input vectors are inputted as sequential data with a definite length possessing unique indices. In the 

subsequent layer, it uses an embedding layer where each word-embedded element index, belonging to the unique text words in 

the data corpus, is converted to the equivalent real-valued feature vector. The retrieved real-valued feature vectors are stacked 

in the form of a matrix, often called the embedding matrix (12).  

 

𝑅 =

𝑟1,1 𝑟1,2
⋯ 𝑟1,𝑛

𝑟2,1 𝑟2,2
⋯ 𝑟2,𝑛

𝑟3,1

⋮
𝑟𝑣−1,1

𝑟𝑣,1

𝑟3,2

⋮
𝑟𝑣−1,2

𝑟𝑣,1

⋯
⋱
⋯
⋯

𝑟3,𝑛

⋮
𝑟𝑣−1,𝑛

𝑟𝑣,𝑛

 

(12) 

In the derived embedding matrix (12), each row states a unique index representing a unique word in the vocabulary. The 

dimension of the embedding matrix be 𝑣 ∗ 𝑑, with 𝑣 and 𝑑 as the dataset size and the dimension of the dense vector, 

respectively. Here, 𝑑 was assigned as 320 to retrieve embedding vector. 
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Fig 2. Functional Diagram of LSTM Network
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Fig 3. Bi-LSTM Layer 

 
A brief of the Bi-LSTM with the Word2Vec embedding layer is given as follows:  

 

Bi-LSTM Layer 

Unlike traditional LSTM network, in which the information traverses in forward direction, the Bi-LSTM retains information 

flow in forward as well as backward directions. In Bi-LSTM, the state at time 𝑡 depends not only on the information before 𝑡, 

but also on other sequential periods. To define the complete semantic information over the input review text (and allied 

embedding metrics), the use of subsequent information can be vital. Unlike traditional CNN and/or LSTM driven local feature 

extraction, ORDSAENet applies Bi-LSTM that exploits both the previous states as well as the subsequent information to 

achieve more semantically enriched feature or the contextual information for learning and classification. In this work, Bi-LSTM 

was designed with two LSTM networks, each capable of processing input vectors in both forward as well as backward direction 
(Fig. 3). In this work, our proposed ORDSAENet employed each LSTM for feature extraction in single direction (i.e., one for 

forward direction and another for backward direction). The forward LSTM processes input from left-to-right, and hence its 

hidden layer is defined as per (13). On the other hand, the backward LSTM processes information in right-to-left direction, and 

therefore the allied hidden layer information from backward LSTM is obtained as per the equations (14). 

ℎ⃗ 𝑡 = 𝐿𝑆𝑇𝑀(𝑥𝑡 , ℎ⃗ 𝑡−1) (13) 

  

ℎ⃖⃗𝑡 = 𝐿𝑆𝑇𝑀(𝑥𝑡 , ℎ⃖⃗𝑡+1) (14) 

  

The outputs from Bi-LSTM network (13-14) are concatenated with the final contextual information, as given in equation 

(15).  

ℎ𝑡,𝐵𝑖−𝐿𝑆𝑇𝑀 = [ℎ⃗ 𝑡 , ℎ⃖⃗𝑡  ] (15) 

Unlike LSTM driven solution, which applies unidirectional feature propagation, ORDSAENet used bidirectional mechanism 

and hence it retrieved ℎ⃗ 𝑡 and ℎ⃖⃗𝑡, independently. Now, the retrieved features were concatenated by using global pooling layer to 

perform further learning and classification. The finally extracted feature vector ℎ𝑡,𝐵𝑖−𝐿𝑆𝑇𝑀  (15) were passed to the feature 

optimization model by performing resampling, feature selection and normalization methods. In the proposed ORDSAENet 

model, the deployed Bi-LSTM network was applied with ADAM non-linear optimizer that in conjunction with the learning rate 

of 0.0001 and cascaded binary cross-entropy cost function performed multi-class classification and classified each input sentence 

as “Extremely Unsatisfied”, “Unsatisfied”, “Neutral”, “Satisfied” and “Extremely Satisfied”, and labelled them with the label 

“1”, “2”, “3”, “4” and “5”, respectively. 

In addition to the proposed SMOTE-ENN resampled CBOW feature driven Bi-LSTM learning model, we designed other 
simulation environments as well, where the embedded matrix was processed for classification by using the different machine 

learning classifiers, including Naïve Bayes (NB), support vector machine (SVM), decision tree (DT), logarithmic regression 

(LR) and k-NN classifiers. Noticeably, in these ML classifiers, the resampled word-embedding outputs were passed as input to 

perform training and classification. A brief of these ML algorithms is given as follows:  
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ML Classification  

To assess relative performance, we applied the different machine learning classifiers to perform classification. More 
specifically, we applied the following machine learning methods to perform classification.  

 Naïve Bayes (NB) 

 Support Vector Machine (SVM) 

 Decision Tree (DT) 

 Enhanced k-NN, and  

 Logistic Regression (LR).  

A brief of these ML algorithms is given as follows:  

 

Gaussian Naïve Bayes (GNB) Classifiers  

Naïve Bayes classifier is a well-known and most employed probabilistic classification algorithm that applies Bayes’ rules to 

learn and classify input pattern(s). Being probabilistic in nature this algorithm is also called as the “autonomous feature model” 
applies an assumption that the associated features remain independent of each other and hence don’t influence learning and 

classification outputs, decisively. It also assumes that the existence of a particular feature attribute within a class can’t be 

connected to the availability of the other feature. Functionally, the Naïve Bayes algorithm allocates a value 𝑥 with the class 

probability e∗ = argmaxdP(d|x) in reference to the Bayes′ rule. Mathematically, it can be represented as per the equation (16).  

 

𝑃(𝑑|𝑥) =
𝑃(𝑥|𝑑)𝑃(𝑑)

𝑃(𝑥)
 

(16) 

 

 

In (16), 𝑃(𝑑) states the probability of a class 𝑐, while the likelihood of the data element 𝑥 is given by 𝑃(𝑑|𝑥). The other 

parameter 𝑃(𝑥) states the prior probability of the predictor (17).  

 

𝑃(𝑥|𝑑) = ∏𝑃(𝑥𝑙|𝑑)

𝑚

𝑙=1

 
(17) 

We applied GNB classifier to classify each review sentence. In case of GNB, the proposed model hypothesizes that the 

samples follow the normal distribution. Here, GNB performed classification of each input review sentence as labelled them as 

“1”, “2”, “3”, “4” and “5”, for respective emotions like “Extremely Unsatisfied”, “Unsatisfied”, “Neutral”, “Satisfied” and 

“Extremely Satisfied”, respectively. 

 

Support Vector Machine (SVM) 

SVM presents a type of supervised machine learning method, usually applied for the pattern learning and classification. The 

ability to learn and classify input features by using hyper-plane makes SVM one of the most used machine learning algorithms 

for text and image classification problems. We used SVM to learn over the normalized features obtained from the data 

warehouse, where it functions as a non-probabilistic binary classifier algorithm. This method reduces the generalization error 
iteratively over the normalized features. The support vector was measured to present a training subset depicting the boundary 

conditions, also called the hyper-plane. We measured support vector to define the hyper-plane between the classes and applied 

(18) to classify each review sentence.  

 

𝑌′ = 𝑤 ∗ 𝜙(𝑥) + 𝑏 (18) 

  

In (18), 𝜙(𝑥) states non-linear transform function that focuses on assigning the suitable values for the weights 𝑤 and the 

biases 𝑏 to exhibit sentiment classification. We estimated the outputs 𝑌′by minimizing a regression-risk parameter, given in 

(19).  

𝑅𝑟𝑒𝑔(𝑌′) = 𝐶 ∗ ∑𝛾(𝑌𝑖
′ − 𝑌𝑖) +

1

2
∗ ‖𝑤‖2

𝑙

𝑖=0

 

(19) 

In (19), 𝐶 and 𝛾 signify the penalty factor and the cost-function, respectively. We calculated weights as per (20). 

𝑤 = ∑(𝛼𝑗 − 𝛼𝑗
∗)𝜙(𝑥𝑗)

𝑙

𝑗=1

 

(20) 

In (20), α and α∗state the non-zero value, called the Lagrange relaxation. Thus, SVM classifies each input sentence as per 

(21).  
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𝑌′ = ∑(𝛼𝑗 − 𝛼𝑗
∗)𝜙(𝑥𝑗) ∗ 𝜙(𝑥) + 𝑏

𝑙

𝑗=1

 

= ∑(𝛼𝑗 − 𝛼𝑗
∗) ∗ 𝐾(𝑥𝑗 , 𝑥) + 𝑏

𝑙

𝑗=1

 

(21) 

In (21), 𝐾(𝑥𝑗 , 𝑥) states the kernel function, which we applied as the radial basis function (RBF) in this work.  

 

Decision Tree (DT) 

The DT algorithm is one of the most employed association rule mining algorithms used for text mining and data analysis tasks. 

It has evolved over years in the form of the algorithms such as CART, ID3, C4.5 and C5.0 methods. It has been used in varied 

ensemble-learning tasks. The DT algorithm starts at the root node, where it uses association rule that in conjunction with a 
split-condition divides the input data into the multiple branches. These branches are generated at each node of the tree. 

Subsequently, it applies information gain ratio (IGR) over each branch for pattern learning. Once splitting the input features 

into multiple branches, it generates other nodes that eventually branch-off other data. It resembles a tree with multiple branches 

with unit parent node having multiple children’s nodes, also called left and right nodes.  

Let, the left and the right child node be 𝐿𝐶𝑑 and 𝑅𝐶𝑑, respectively. Consider 𝑥 represents the input feature, while 𝐼 be the 

noise value. Thus, with the available samples in 𝑃𝑑 , 𝐿𝐶𝑑 and 𝑅𝐶𝑑, it enhances information gain, repeatedly by using (22).  

 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑃𝑑𝑥) = 𝐼(𝑃𝑑) −
𝐿𝐶𝑛

𝑃𝑛

𝐼(𝐿. 𝐶𝑑) −
𝑅𝐶𝑛

𝑃𝑛

𝐼(𝑅. 𝐶𝑑) 
(22) 

In (22), 𝐼 is measured by using varied methods like Gini-Index 𝐼𝐺, entropy 𝐼𝐻 or the classification error 𝐼𝐸. Mathematically, 

it can be derived as per the equations (23-25), respectively.  

𝐼𝐻(𝑛) = −∑𝑝(𝑐|𝑛) log2 𝑝(𝑐|𝑛)

𝑐

𝑖=1

 
(23) 

𝐼𝐺(𝑛) = 1 − ∑𝑝(𝑐|𝑛)2
𝑐

𝑖=1

 
(24) 

𝐼𝐸(𝑛) = 1 − 𝑚𝑎𝑥{𝑝(𝑐|𝑛)} (25) 

In (23-25), 𝑐 and 𝑛 states the class(es) and the respective node 𝑛. The probability parameter is measured as the ratio of 𝑐 to 

𝑛. Thus, based on the predicted output, each review is annotated as “1”, “2”, “3”, “4” and “5”, for respective emotions like 

“Extremely Unsatisfied”, “Unsatisfied”, “Neutral”, “Satisfied” and “Extremely Satisfied”, respectively.  

 

Logistic Regression  

We applied regression over the input resampled CBOW semantic embedding matrix, where the data features were considered 

as the independent variable, while the sentiment class was considered as the dependent variable. We used equation (26) as the 

regression function to perform logistic regression-based classification.  

 

𝑙𝑜𝑔𝑖𝑡[𝜋(𝑥)] = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯… .+𝛽𝑚𝑋𝑚     (26) 

 
 

𝑙𝑜𝑔𝑖𝑡[𝜋(𝑥)]     (27) 

 

In (27), xi states the independent variable signifying the input semantic feature taken from the data warehouse, while 

𝑙𝑜𝑔𝑖𝑡[𝜋(𝑥)] function presents the dependent variable. Here, 𝑙𝑜𝑔𝑖𝑡[𝜋(𝑥)] transformed the dichotomous results by applying 

𝑙𝑜𝑔𝑖𝑡 function and thus it resulted varied outputs of 𝜋(𝑥) in the range of 0 to 1 to −∞ to+∞. Here, the variable 𝑚 states the 

independent variables, and the sentiment probability (28) is estimated as 𝜋, which is measured as per the equation (28).  

 

𝜋(𝑥) =
𝑒𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯….+𝛽𝑚𝑋𝑚

1 + 𝑒𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯….+𝛽𝑚𝑋𝑚
 

(28) 

  

Applying (28), the LOGR (logistic regression) algorithm classified each review sentence as positive, negative and neutral 

and labeled them as 1, -1 and 0, respectively.  
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Enhanced k-NN Classifier  

k-NN is one of the most used classifiers that classifies unannotated patterns or data by assigning the class label of the most 
similar labelled pattern. Being simple in nature and computationally efficient, k-NN is one of the most used algorithms for data 

science (say, data mining and regression) and allied predictive problems. Its abilities enable it to be used for the binary 

classification tasks. Here, k-NN applied Euclidean distance to measure inter-data or inter-element distance using (29). In (29), 

𝑝 and 𝑞 are projected for the comparison with the 𝑛 features. Though, one can use Manhattan distance as well. 

 

𝐷(𝑝, 𝑞) = √(𝑝1 − 𝑞1)
2 + (𝑝2 − 𝑞2)

2 + (𝑝𝑛 − 𝑞𝑛)
2 (31) 

 

In k-NN algorithm, the performance largely relies on the value of 𝑘 that decides the number of neighbors which can be 

selected to perform learning and classification. The selection of an optimal 𝑘 enables optimal performance. The larger 𝑘 reduces 
the impact of the variance caused by the arbitrary error and hence forces it to be employed with the smaller data size. And 

therefore, the force retaining balance between computational cost and performance (by choosing suitable 𝑘) relies on the ability 

to balance over-fitting and under-fitting. The classical methods have employed k-value as the square root of the number of the 

data elements in the training data; however, its efficiency over large- data, especially with non-linear patterns can’t be 

guaranteed. In major state-of-arts the value of 𝑘 is applied on the basis of the sample size by using cross-validation method; 

yet, at the cost of computational exhaustion and delay that limits their efficacy for large non-linear datasets. Unlike classical 

method, we used a k-Tree learning concept which helped to perform learning for the different 𝑘 values for the different samples. 

While performing training the k-Tree method initially performs learning for the optimal value of 𝑘 for the overall data samples 

by using sparse reconstruction method. Subsequently, it constructed a DT say, k-Tree by applying training samples and the 

learned values of 𝑘. While performing testing, it yields the k-value for each sample, which is followed by the k-NN 

classification with the optimal k-value. Thus, the proposed k-NN classifier model was classified each review sentence as 

“Extremely Unsatisfied”, “Unsatisfied”, “Neutral”, “Satisfied” and “Extremely Satisfied”, and annotated them with the “1”, 

“2”, “3”, “4” and “5”, labels respectively.  

Thus, applying above discussed method the different simulations were made to assess respective performance. The 

simulation results with allied inferences are given in the subsequent sections.  

 

VI. RESULTS AND DISCUSSION 

This paper contributed a novel and robust outlier resilient semantic featured deep driven sentiment analysis model 

(ORDSAENet) was developed for educational sentiment analysis. Unlike classical NLP solutions, the ORDSAENet model 

emphasized on multiple aspects including data optimization, feature improvement and computation to achieve a reliable 
educational sentiment analysis and annotation. In sync with data heterogeneity and unstructured-ness over real-world data 

environment, ORDSAENet used varied pre-processing tasks, which helped improving data quality for further processing and 

learning. The pre-processed text sequences representing the student’s reviews towards online courses, were tokenized by 

transforming each input review into corresponding set of tokens for each sentence. Subsequently, to retain intrinsic features, 

semantic features were obtained by transforming tokens into Word2Vec features. To implement Word2Vec CBOW method 

with the window size of five was taken into consideration. The semantic features were then processed for SMOTE-ENN for 

resampling that helped addressing class-imbalance problem. The resampled CBOW embedding matrix was then passed to the 

Bi-LSTM which extracted both local features as well as the global features (say, contextual features) to perform learning and 

classification. We implemented Bi-LSTM network with the ADAM non-linear optimizer. Moreover, the initial learning rate 

was fixed at 0.0001, while the batch size was defined as 32. The total number of iterations considered were 200, while to 

improve learning efficiency and hence classification accuracy five-fold cross-validation was performed. The different feature 
models and allied learning environment is given in the Table 2. 

 

Table 2.  Execution Models 

Feature Model Algorithm 

Word2Vec CBOW+SMOTE-ENN 

GNB 

SVM-RBF 

LOGR 

DT 

k-NN 

Word2Vec CBOW+SMOTE-ENN+ BI-LSTM Bi-LSTM (ADAM, Cascaded Cross Entropy) 

The developed semantic analysis models (Table-II) were simulated over a central processing unit (CPU) armored with Intel 

Core i5 processor, with 8 GB memory and 3.2 GHz processing elements. The proposed model was developed by using Python 
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Notebook platform, where the algorithms were developed in Python language. More specifically, the Python libraries including 

NumPy, Keres, TensorFlow, Pandas, NLTK, etc. were taken into consideration. To alleviate the reliance on local processing 
components Google Collaboratory, often called Google CoLab was applied to simulate the model. In this work, the native 

processing setting was applied to perform simulation. To assess efficacy of the proposed ORDSAENet model, the statistical 

performance analysis was performed. To achieve it, the confusion metrics values were obtained in terms of true positive (TP), 

true negative (TN), false positive (FP) and False negative (FN). Thus, using these metrices the performance parameters were 

obtained as per Table 3.  

Table 3. Performance Parameters 

 

Parameter Mathematical Expression Definition 

Accuracy 
(𝑇𝑁 + 𝑇𝑃)

(𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑃)
 

Signifies the proportion of class that were 

classified correctly over the total number of 

classes 9say reviews labelled correctly for their 

original class) inspected out of all modules. 

Precision 
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

States the degree to which the repeated 

measurements under unchanged conditions show 

the same results. 

Recall 
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 

It indicates how many of the relevant items are to 

be identified. 

F-Score 
2. (𝑅𝑒𝑐𝑎𝑙𝑙. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙

+ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) 

It combines the precision and recall numeric value 
to give a single score, which is defined as the 

harmonic mean of the recall and precision. 

Since, in this work the different machine learning classifiers have been applied to perform educational sentiment 

annotations, and therefore we compared the performance with the different machine learning classifier including Naïve Bayes, 

SVM, DT, LR and k-NN. The overall performance characterization is done in terms of the intra-model assessment and the 

inter-model characterization, where the first examines the efficacy over the different machine learning algorithms. On the 

contrary, in inter-model assessment the performance by ORDSAENet is compared with other educational sentiment analysis 

approaches.  

 

Intra-Model Characterization 

In this section, the relative performance with the different machine learning classifiers including Naïve Bayes, SVM, k-NN, 

LR and DT is discussed. Here, the predominant motive is to assess the efficacy with the different machine classifier so as to 

identify the optimal classifier platform to achieve optimal sentiment annotation performance. The simulation results obtained 
are given in Table IV. As depicted in Table IV, the average sentiment annotation (classification) accuracy obtained by the GNB 

classifier is 92.31%, while SVM, k-NN, LR and DT algorithms exhibited (over the CBOW+SMOTE-ENN feature) the 

classification accuracy of 94.24%, 95.37%, 95.21% and 95.27%, respectively. On the contrary, our proposed ORDSAENet 

model achieved the average (over fivefold cross validation) sentiment classification accuracy of 95.87%, which is higher than 

other state-of-arts.  

     Though, the k-NN, DT and LR methods too has exhibited the average accuracy of 95.37%, 95.37% and 95.21%, 

correspondingly. Precision and recall being the efficacy over the different changed input patterns reveal that the proposed 

sentiment analysis solution (i.e., ORDSAENet) exhibits the highest precision and recall of 95.26% and 95.06%, respectively. 

The precision and recall by LR regression model were found to be 95.08% and 94.93%, correspondingly. The k-NN algorithm 

too exhibited the precision and recall of 94.43% and 95.71%, correspondingly. 

     Similarly, SVM with radial basis function (RBF) kernel exhibited the precision and recall of 94.51% and 95.63%, 
respectively. On the contrary, Naïve Bayes with Gaussian kernel function exhibited the precision of 94.31%, and recall of 

95.05%. The F-Measure performance, which is derived by using precision and recall revealed that the Naïve Bayes model 

exhibited F-Measure of 94.67%. Similarly, the SVM, k-NN, LR and DT algorithms exhibited the F-Measure of 95.06%, 

95.06%, 94.96% and 95.06%, correspondingly. Our proposed ORDSAENet model exhibited the highest F-Measure of 95.15%, 

signifying its superiority over the other state-of-arts.  
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Table 4. Intra-Model Assessment 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-Measure 

(%) 

Naïve Bayes 92.31 94.31 95.05 94.67 
SVM 94.24 94.51 95.63 95.06 

k-NN 95.37 94.43 95.71 95.06 

LR 95.21 95.08 94.93 94.96 

DT 95.27 94.43 95.71 95.06 

ORDSAENet 95.87 95.26 95.06 95.15 

 

In sync with overall proposed pre-processing, tokenization, Word2Vec embedding, SMOTE-ENN resampling, Bi-LSTM 

learning model with ADAM optimizer and cross-entropy loss function exhibited the superior performance with the highest 

accuracy (95.87%), precision (95.26%), recall (95.06%) and F-Measure 95.15%. Taking this as contributed best performance 

we have assessed relative performance with the other state-of-arts. The relative performance with the existing educational 

sentiment analysis model is given in the subsequent section. 

 
Inter-Model Characterization 

This section discusses the relative efficacy of the proposed ORDSAENet educational sentiment analysis model over state-of-

arts related to the educational sentiment analysis and classification. The authors [47] performed educational sentiment analysis 

and classification over the YouTube educational videos. They applied the different machine learning classifiers including RF, 

LR, NB and SVM algorithms. The depth assessment revealed that their proposed model with SVM classifier exhibited the 

highest sentiment classification accuracy (i.e., for the binary sentiment positive or negative annotation) of 92.82%, which is 

almost 3.05% lower than our proposed ORDSAENet model. Here, the role of Bi-LSTM along with the SMOTE-ENN 

resampled Word2Vec (CBOW) semantic feature can be hypothesized to have led better performance in ORDSAENet. The 

authors in [61] applied deep learning to perform educational sentiment analysis by exploiting student’s feedback data. The 

authors applied CNN deep network which extracted local features from 181 undergraduate students pertaining to the attendance, 

grades etc. and labelled the as 1 and -1 for positive and negative, respectively.  

      They claimed to have average sentiment annotation performance with the F-Measure of 0.74. On the contrary, the same 
CNN with lecture related feedback in [63] exhibited the accuracy, precision, recall and F-Measure of 87.95%, 87%, 87% and 

81%, respectively. The authors [64] used LSTM with multi-head attention layer armored with the Glove and Cove embedding 

layer to perform sentiment learning and classification. In other words, they applied Glove and Cove embedding layer to generate 

the embedding metrics from input students’ feedback, which was fed as input to the LSTM for further extraction and learning. 

Noticeably, unlike [64], in ORDSAENet we applied Word2Vec with CBOW word-embedding that generated a low-

dimensional embedding feature, which was later processed for SMOTE-ENN resampling followed by Bi-LSTM-based learning 

and classification (rather LSTM in [64]).  

      Here, the key motive was to extract both local as well as contextual feature, which can’t be done by merely applying LSTM 

model. Moreover, the use of Bi-LSTM in ORDSAENet model addresses the problem of long-term dependency, which makes 

it more suitable over real-world data ecosystems. It makes ORDSAENet superior than the state-of-art [64] Similar to our 

proposed sentiment classification problem, the authors [64] to annotated each review sentence as positive, negative and neutral 
review. Though, the authors [64] simulated their model over Vietnamese students feedback corpus (UIT-VSFC) containing 

16,175 review sentences. Unlike the state-of-arts [64], we trained over almost 1.07 lakh qualitative and quantitative reviews 

obtained towards online courses. The authors in [64] assessed performance with four different feature models including LSTM, 

LSTM+ attention (LSTM+ATT), Multi-head attention (MULTIHEAD ATT) and Fusion of the different feature model (Say, 

FUSION) [64]. The average accuracy, precision, recall and F-Measure by the different model are given in Table V.  

      The authors exploited features from the input review sentences, where the depth assessment with the RF classifier resulted 

in accuracy of 98.01% [57] and 96.99% [58]. The authors in [56] designed an ensemble learning approach encompassing LR, 

SVM and NB algorithms. The maximum voting ensemble concept trained over student’s feedback data resulted in the accuracy 

of 90.32%, F-Measure 93.80% and recall of 90.86%. Despite this result, our proposed model seems to outperform the state-of-

art [56]. In [65] BERT transform method was applied to learn over the student’s text feedback data. More specifically, the 

authors proposed shallow BERT model which could perform on average 89.79% sentiment classification accuracy. To ensure 

higher reliability, the authors [67] performed two-fold cross validation to learn and classify sentiment classes in student’s 
feedback related to the qualitative and quantitative feedback for post graduate study. The depth performance characterization 

revealed that the use of RF ensemble classifier can yield the accuracy and precision of 98.87% and 97.71%, correspondingly. 

Undeniably, this approach performed quantifiably better than the proposed methods; yet the approach employed failed to 

address the lack of long-term dependency, class-imbalance and local minima and convergence, where the authors itself [67] 

agreed that the quantitative rank provided by the students and faculties vary and possess class-imbalance problem. On the 
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contrary, the proposed ORDSAENet addressed almost all computational complexity, challenges and feature constraints. It 

affirms superiority of the proposed model over the state-of-art [67]. 
 

Table 5. Inter-Model Characterization 

Feature Model Accuracy (%) Precision (%) Recall (%) F-Measure (%) 

[47] 92.82 - - - 

[52] - - - 94.00 

[56] 90.32 - 90.86 93.80 

[57] 98.01 - - 99.43 

[58] 96.99 - - 88.72 

CNN [61] - - - 74.00 

LSTM [63] 87.95 87.00 87.00 81.00 

LSTM [64] 83.92 65.13 70.13 63.56 

LSTM+ATT [64] 85.28 67.38 74.85 66.27 

MULTIHEAD ATT [64] 
88.00 71.49 82.93 71.33 

FUSION [64] 91.06 75.60 87.51 76.90 

S-BERT [65] 89.79 - - - 

[67] 98.87 97.71 - - 

LSTM + Glove [68] 95.80 - - - 

Multi-layered Aspect2Labels 

(A2L) [69] 91.30 - - - 

Variable Stop-words 

Filtering (VSF)+ Global Feature 

Selection Scheme (VGFSS) [69] 

97.00 (SVM) 

93.00 (ANN) 
- - - 

Bi-LSTM [70] - - - 93.34 

ORDSAENet 95.87 95.26 95.06 95.15 

In [68] The authors applied LSTM over Glove embedding metrics, where the highest accuracy obtained was 95.80%. Unlike 
[68], our proposed ORDSAENet model exhibited the accuracy of 95.87%, which is higher than the state-of-art [68]. Moreover, 

the ability to inculcate Word2Vec embedding in conjunction with SMOTE-ENN resampling and Bi-LSTM feature extraction 

and learning strengthened ORDSAENet to address varied challenges including data heterogeneity, unstructured-ness, 

convergence and class-imbalance. The authors [71] used Aspect2Labels with VGFSS mechanism that in conjunction with SVM 

and ANN classifiers exhibited the accuracy of 97% and 93%, respectively. Yet, the computational complexity and lack of 

ability to learn contextual features limits its efficacy towards a scalable and reliable educational sentiment annotation solution. 

To address aforesaid problem of the lack of contextual details and lack of long-term dependency, the authors [70] applied Bi-

LSTM deep network [72] that exhibited the F-Measure of 93.34%. In comparison of the state-of-art [73], our proposed 

ORDSAENet achieved the F-Measure of 95.15%. The results reveal that the proposed ORDSAENet outperforms other state-

of-arts.  

In sync with the simulation results and allied inferences it can be confirmed that the use of different pre-processing functions 
be effective to address data heterogeneity and unstructured-ness problem of the real-time educational review datasets for 

computational efficient sentiment annotation solution. And therefore, the aforesaid pre-processing solutions can ensure a robust 

sentiment annotation model and therefore the answer for the RQ1 is found affirmative. In sync with [68][70], the response of 

the Word2Vec embedding with SMOTE-ENN resampling followed by Bi-LSTM feature extraction and learning can be 

effective towards educational sentiment analysis. Thus, the answers for RQ2 and RQ3 too are found affirmative. The other 

state-of-arts as well such as [68][70] too revealed that the semantic embedding method can yield better feature environment 

towards educational sentiment annotation solution. The answer for the research question RQ3 is found positive. Unlike any 

state-of-arts existing methods, which failed addressing class-imbalance problem, our proposed ORDSAENet model in 

conjunction with cross-correlation feature selection and Min-Max normalization yielded real-time educational sentiment 

analysis solution (RQ4). Eventually, the amalgamation of the different proposed approaches (RQ1-RQ4) can provide an 

optimal solution towards sentiment annotation tool (RQ5).   
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VII. CONCLUSION  

This paper proposed an outlier resilient semantic featured deep driven sentiment analysis model (ORDSAENet) for educational 
sentiment analysis. As the name indicates, the ability to drop noise elements as well as the outlier created irrelevant text contents 

including the one with exceedingly large review text, URL, hashtag, missing terms etc. The overall pre-processing tasks 

including missing value removal, Unicode normalization, Emoji removal, Website link removal, removal of the words with 

numeric values, punctuations removal, lower case conversion, stop-word removal, lemmatization and tokenization converted 

raw text reviews into corresponding tokens, for further feature extraction and learning. To ensure optimal features towards 

accurate sentiment annotation, ORDSAENet applied Word2Vec CBOW embedding followed by SMOTE-ENN resampling, 

where the later alleviated any likelihood of class-imbalance, while the earlier (i.e., CBOW) provided low-dimensional but 

feature (information) rich data for further processing. The resampled word-embedding matrix was processed for Bi-LSTM 

feature extraction and learning that ensured training over the local as well as contextual features from each review sentence. 

Moreover, it helped addressing long-term dependency problem as well. The learning and classification by using categorical 

cross-entropy loss function with ADAM optimizer exhibited that the proposed ORDSAENet model can achieve the sentiment 

annotation accuracy of 95.87%, precision 95.26%, recall 95.06% and F-Measure of 95.15%. The depth assessment revealed 
that the training with Bi-LSTM over the SMOTE-ENN resampled CBOW embeddings performed superior over other ML-

based solutions. It infers that the use of Bi-LSTM network retrieved both local as well as contextual features from the input 

sentences, which helped achieving better learning and hence higher accuracy. On the contrary, the ML-driven solutions merely 

exploited the local word-embedding information to train and classify and therefore underwent lower accuracy than the proposed 

ORDSAENet educational sentiment analysis solution. The relative performance comparison with other state-of-arts too 

confirmed that the proposed ORDSAENet model outperforms major approaches, where its robustness to address multiple real-

time challenge make it more productive and scalable.  

Undeniably, the proposed ORDSAENet model performed superior towards educational sentiment classification; yet, it 

lacked the ability to reduce insignificant feature before learning, which could have improved its computational efficacy towards 

real-world problem. Moreover, the results confirm that the ML-driven solutions too perform nearly same (though quantifiably 

lower) as ORDSAENet over SMOTE-ENN resampled CBOW embedding features. In future, the efforts can be made to apply 
other word-embedding solutions such as Glove, TF-IDF, Word2Vec n-Skip Gram (SKG), etc. so as to identify the best feature 

model to yield computationally efficient sentiment analysis solution. In addition, the other resampling methods like SMOTE-

boundary line, SMOTE can be assessed for their relative efficacy. Feature selection methods too can be applied to achieve a 

computationally efficient solution. In the last few years, ensemble learning methods have performed superior over the classical 

base classifiers, and therefore in future other ML algorithms including ensemble learning classifiers can be examined for their 

relative efficacy. The assessment of the aforesaid solution can help achieving an optimal computing solution for educational 

sentiment analysis. It can be considered as the future scope for further study.  
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