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Abstract – Big Data is rapidly growing domain across various real time areas like Banking, Finance, Indusrty, Medicine, 

Trading and so on. Due to its diversified application, handling the big data for security during data transmission or 

management is highly risky. Most of the researchers try to handle big data classification based on the domain of interest for 

increasing productivity or customer satisfaction in decision making. Whereas, this paper focuses on the classification of big 

data file to enhance security during the data transmission over network and management.Most of the big data applications 

contains valuable and confidential data. The existing data security approaches are not sufficient on handling the security for 

data based on the threat level. Therefore, this paper proposes a hybrid approach to classify the big data based on the threat 

level of the contents associated with the data under consideration into open and close. To ensure the security of big data files, 
they are transmitted into the Hadoop Distributed File System along with relevant information to assess the level of threat they 

pose. The Threat Impact Level (TIL) is then calculated as a metric to determine the threshold level required for their 

protection. 
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I. INTRODUCTION

In digital era, Big Data is the rapidly growing domain in terms of its diversified nature and data size. Big data is a huge 

voluminous data growing exponentially in time [1]. The four major V’s supported by Big Data are Volume, Variety, Velocity 

and Veracity as depicted in Fig 1. Volume is related to the size of the data. Variety is related to the heterogenous sources of 

data.Velocity refers to the speed of creation of data.Veracity referes to the inconsistency of the data which is also referred as 

Variability. 

Fig 1. Characteristics of Big Data 

     Big data can be classified into three main types: structured, unstructured, and semi-structured. Structured data is typically 

stored, managed, and retrieved in a fixed format, often generated from relational databases. In contrast, unstructured data is 

. 
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disorganized and collected from various sources, such as search engines. Semi-structured data combines features of both 

structured and unstructured data and is often analyzed in file formats like XML. 

    When it comes to processing and analyzing big data, security and privacy are critical concerns. Various approaches have 

been proposed to ensure the confidentiality, integrity, and availability of big data, as discussed in reference [2]. 

Hadoop Distributed File System (HDFS) is a Big Data analysis tool designed to manage and store massive data sets while 
automating high-speed evaluations and minimizing the need for manual assessments. HDFS is widely recognized for its 

reliability, scalability, support for distributed architecture systems, and parallel processing capabilities. It can effectively 

manage various types of Big Data, including structured, semi-structured, and unstructured data. 

The Hadoop MapReduce framework is a distributed computing model that provides a reliable and efficient method for 

processing large datasets on large clusters. Its architecture is tailored to handle big data, and it comprises two main tasks, 

namely Map and Reduce.The Hadoop MapReduce framework follows a two-stage process: the Map task and the Reduce 

task. During the Map task, input data is transformed into an output set of data by breaking down its components into tuples 

and forming key-value pairs. The Reduce task takes the output of the Map task as input and merges data tuples into a reduced 

set of tuples. It is noteworthy that the Reduce task always follows the Map job. A visual representation of this process is 

provided in Fig 2. 

In a distributed network environment, utilizing the Hadoop MapReduce Job-Scheduling algorithm can aid in clustering Big 

Data and leveraging Hadoop technologies and HDFS tools can provide solutions for various information security challenges 
related to Big Data analysis. [7]. 

Fig 2. Map-Reduce Framework 

The data utilized in big data analysis is critical and presents numerous challenges for secure handling. As a result, 

researchers aim to reduce potential risks associated with handling sensitive data, particularly since much of the data is derived 

from personal, financial, medical, and industrial sources. The protection of Big Data from cyber threats is a major challenge, 

and cybersecurity assumes great importance in this regard. Big Data is highly coveted by malicious actors who seek to access 

valuable information. Due to the size and complexity of big data, conventional security measures may not be effective in 

safeguarding the data from potential threats. As a result, new and innovative technologies are being developed to provide 

enhanced protection for big data against security risks [8-10]. 

When it comes to storing, managing, analyzing, and transferring Big Data, security and privacy are two of the most 

important considerations to keep in mind [10]. When creating Big Data environments and ensuring the security of stored or 

processed data, various encryption methods are employed to prevent unauthorized access by third parties [11]-[12], while 

also addressing privacy concerns. However, some of the proposed encryption methods are impractical due to their time 

complexities, despite giving equal priority to all data. Two key aspects of Big Data security are data security and access 
control [13], with data management, storage, and classification emerging as the most pressing issues [14]. 

The main contribution of this paper is the classification of big data contents to identify the threat level for data 

transmission or storage in future. The proposed work makes three key contributions.  

 A new classification method for Big Data is introduced, which evaluates data sensitivity and criticality based

on data content and metadata characteristics.

 This approach addresses the challenge of processing vast amounts of data by adapting the HDFS formatter,

an open-source distributed software platform, for high-speed data classification.

 The files that make up Big Data are separated into two distinct groups: public files, which do not need to be

protected, and confidential files, which do. These categories are determined by the predefined policies that

are established by the owner of the data, who establishes the appropriate level of confidentiality.
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 As a consequence, just the essential data that needs to be protected is encrypted, which lowers the cost of

maintaining security for files that are transferred between cloud nodes..

The paper is structured into several sections. Section II reviews the literature on Big Data classification, while Section III 

presents the proposed approach for Big Data classification, which calculates threat levels to enhance security.Section IV 

provides the implementation details and algorithmic steps have explained and section V examines the results obtained from 
the proposed approach and discussions. Finally,the section VI provides the conclusion and future work of the proposed work 

in this paper. 

II. LITERATURE SURVEY

This section contains a literature review in which various methods for big data classification in the literature are discussed, 

as well as their limits, as follows. 

     Classification is a vital data analysis tool for determining the attribute class. To reduce processing time and data volume, 

Isaac Triguero et al. [14] developed a clustering-based distributed nearest neighbor classification method. Map-reduce was 

used to implement the algorithm on a cluster of computing devices, thereby enhancing the clustering-based sampling 

procedure. Although the method achieved high reduction rates without sacrificing precision, it did not adequately address 

the dimensionality issue. 

     Isaac Triguero et al. [14] proposed a clustering-based distributed nearest neighbor classification technique using Map-

Reduce to reduce the number of data records processed and achieve high reduction rates while maintaining accuracy. 
However, the method was limited in addressing the dimensionality issue. 

Simone Scardapane et al. [15] proposed the Echo State Networks algorithm for big data classification and relied on local 

communication between neighboring elements without requiring connected nodes or training patterns. Although the 

algorithm showed promising results on synthetic datasets, the aggregation of weights without considering error values was 

a limitation. 

     Another notable contribution was made by Jemal H. Abawajy et al. [16], who proposed the Large Iterative Multitier 

Ensemble (LIME) classifiers. These classifiers integrated different ensemble meta-classifiers at various levels, resulting in 

an iterative system capable of successfully classifying large amounts of data. However, the high computing cost of the 

ensemble classifiers was a drawback. 

     Junchang Xin et al. [17] developed the Elastic Extreme Learning Machine (E2LM), a distributed classifier using the 

Extreme Learning Machine (ELM) and MapReduce principle for effective learning from a huge training dataset. While this 
method required minimal human intervention and provided rapid training speed, the results needed improvement due to its 

limitations. 

     Alessio Bechini et al. [18] developed MapReduce-based Associative Classifier (MRAC), a distributed classification 

technique based on association rules and the MapReduce programming model. It used the FP-Growth algorithm to mine 

Classification Association Rules (CARs) and performed distributed rule pruning to classify unlabeled patterns.MRAC was 

able to achieve scalability and speed, but it was unable to run the experiment on a greater number of datasets. 

     In their study, Shichao Zhang et al. [19] utilized the k-Nearest Neighbours (kNN) technique to partition a large dataset 

into multiple segments using k-means clustering. They subsequently applied kNN classification to each segment. The 

method was tested on both medical imaging data and big data, and the results were found to be accurate and efficient. 

However, selecting the appropriate k value was crucial, as increasing k could result in reduced classification accuracy. 

     Diego Marrón et al. [20] proposed a random feature function filter that incorporated Hoeffding-Trees (HT), k-Nearest 
Neighbors (kNN), and Stochastic Gradient Descent (SGD) techniques to enhance predictive capability. The method yielded 

improved performance without extensive parameter tuning. However, optimization of memory efficiency and adaptability 

to the drifting concept can still be enhanced. 

     Anushree Priyadarshini and Sonali Agarwal [21] developed a MapReduce strategy utilizing Support Vector Machine 

(SVM) for large-scale data handling. The authors evaluated the SVM's efficiency by studying the impact of penalty and 

kernel parameters. While computing time was reduced, accuracy could still be affected negatively if SVM parameters were 

not optimized using an optimization method. 

    The GWO meta-heuristic algorithm, developed by SeyedaliMirjalili et al. [22], was inspired by the hunting strategy and 

leadership hierarchy of grey wolves. The researchers compared the performance of this algorithm to other meta-heuristics 

such as Evolution Strategy, Evolutionary Programming, Differential Evolution, Gravitational Search Algorithm, and 

Particle Swarm Optimization using 29 widely-used test functions. The findings indicated that the GWO algorithm was 

superior in terms of performance. 
    The protection of valuable information in big data is an essential objective to prevent any potential hazards. Big data 

analysis has become a crucial topic [23] in many industries, and data security is a significant concern. In fact, it is a 

complex problem that has been demonstrated to be NP-Hard [24]. In this context, confidentiality, integrity, and availability 

are the three primary considerations in big data analysis. Confidentiality ensures that sensitive data is accessible only to 
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authorized users, based on its sensitivity. Integrity gives authorized users the ability to change, edit, update, or delete data, 

while availability ensures that information can be accessed quickly and easily whenever it is required. 

     However, many companies typically store, gather, and process a considerable amount of sensitive data in one location. 

This data may include personal information of customers and patients, financial and trading data, and other sensitive 

information. The risk of data leakage, data loss, hacking, and sabotage is increased when a large amount of confidential 
information is stored in a single location. A malicious attack may also lead to a denial of service, further disrupting 

business operations. 

     In order to address these potential risks, we suggest a novel method for classifying risk assessment that considers 

various metrics such as asset value, exposure to vulnerability, level of threat, and probability of a threat. The goal of this 

approach is to proactively manage risk and prevent potential threats to big data.By identifying the level of risk for each data 

asset, organizations can take necessary measures to ensure data security, such as implementing data encryption, access 

control, and intrusion detection systems. 

     In conclusion, big data security is a complex problem that requires careful consideration of various factors. Our 

proposed approach for risk assessment classification can aid in mitigating potential threats to big data, thereby promoting 

effective risk management practices. 

     The purpose of this study is to present an integrated classification and security approach with the primary attention 

being placed on the level of confidentiality maintained by the contents of files. The proposed approach includes a data 
security algorithm that specifically aims to mitigate the risks that come with large-scale data aggregation and migration. 

III. PROPOSED APPROACH

The primary emphasis of this paper's proposed method is on classifying big data files to strengthen their security during 

transmission.The Fig  3 depicts the schematic diagram of the Proposed Big Data File Classification Approach. The big data 

file to be transmissed with different level of security is considered and moved into the Hadoop Distributed File System. To 

begin with the Big Data Classification, the inputted file is converted into the text file which represents the input files format 

in HDFS environment. The format file is later splitted to n- number of big data fileby partitioning based on the file 

information. Now the next step is to map the file with MAP-REDUCE framework. Each partition of the file is mapped to the 

MAPPER and then to REDUCER. The Threat Impact Level of the file is computated from the output of the HDFS 

REDUCER. The classification level named Threat Impact Level is the threshold for enhancing the security to the file before 
transmission. 

Fig 3. Schematic Diagram of proposed Big Data File Classification 

Big Data File Classification Approach 
Classifying big data according to its sensitivity, criticality, demands, priorities, and required level of security is possible. This 

categorization method divides big data into two categories based on the level of threat they pose: confidential data and public 

data. 

Threat Impact Level (TIL) Computation 

Each threat impact level is assigned a number between 0 and 5. The impact levels as listed in table 1 are based on 

ISO27005:2011. 

Table 1. Threat Impact Levels 

Impact Value Level 

0 – 1 Negligible 

1 – 2 Low 

2 – 3 Medium 

3 – 4 High 

4 – 5 Very High 
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In order to safeguard big data, the level of security control needed is determined by the Threat Impact Level (TIL) value. This 

value is calculated using threat metrics and indicates whether protection is necessary (critical) or not (public). Equation (1) is 

used to calculate the TIL value, which is the product of Asset, THV, and  

LTH.TIL = Asset × THV × LTH                                                         (1) 
Where,  

THV is the sum of the Threat and Vulnerability 

LTH is the Likelihood of Threat 

Extended Metadata Attribute (EMA) Computation 

The meta data information is taken into account when computing the extended threat level of a big data file when computing 

the Threat Impact Level. Extended Metadata Attribute (EMA) is computed based on the TIL as in equation (2). 

EMA =  {
0 , 0 ≤ TIL ≤ 1

1, TIL > 1
 (2) 

     The EMA is considered to be True (1: confidential) when the threat impact level is between low and extremely high, while 

it is considered False (0: public) in all other circumstances. For the sake of classification, the EMA is appended to the 

metadata of the file whenever it is produced. 

File Categories 

Confidential data refers to highly sensitive information that can only be accessed by authorized personnel. This type of data 

includes critical business and client information, such as financial records, personal details, and sensitive medical data. Any 

unauthorized disclosure of such data can result in financial loss or harm the reputation of the organization. Secret metadata 

attributes are extra components of the file system that aren't evaluated by the system but offer supplementary data on files, 

including file permissions or modifications. System administrators can utilize these characteristics to add more metadata to a 

file or directory, which helps to protect them against potential security breaches. 
     Public or normal data, on the other hand, refers to non-confidential information that is freely accessible to all users and 

includes things like general knowledge. Hence, rather than keeping the information in these data files private, it is crucial to 

make it public. 

IV. IMPLEMENTATION

The proposed classification strategy is intended to handle files of various formats, such as .xml, .doc, .txt, .sql, .log, .db, .csv, 

.pdf,.xls and others. The strategy starts with converting the files to text format and then splitting them into smaller partitions 

with the HDFS input formatter. The formatter validates the input specification and generates distinct partitions, ensuring that 

no partition exceeds 128 MB in size. Furthermore, the reduced divides do not exceed the memory limit, and no additional 

memory-freeing strategies are required. After that, each partition is assigned a single Mapper for further analysis. 

    To classify a file as confidential or public, the security search value is analyzed across all partitions. During the creation of 

files that cannot be transformed into text format, such as PDFs, images, videos, and audio, their classification level is 
determined based on their content. After the classification process, their Enterprise Metadata Attribute (EMA) is then set as 

either confidential or public.In cases where a file is created without any metadata attributes, it becomes necessary to 

determine its classification level and assign the appropriate Enterprise Metadata Attribute (EMA) to indicate its 

confidentiality status. 

    The classification of large amounts of data involves a series of steps. Initially, the files are uploaded to HDFS for 

processing. Files that have an EMA value of true are considered confidential and require appropriate security measures. On 

the other hand, files with an EMA value of false are considered public and do not require protection. Nonetheless, files with 

an unknown EMA value, such as images, PDFs, audio, video, and other non-text formats, must have their classification level 

determined and EMA added accordingly. 

    The HDFS input formatter is utilized to process files that can be converted to text format, such 

as.txt,.doc,.xml,.csv,.xls,.sql,.log, and databases, in order to classify files that are associated with big data. This is done in 
order to facilitate the categorization of files. The resulting text file is then partitioned using HDFS Customized Input Format 

(HCIF), and each partition is analyzed independently by an HDFS Mapper. The final product is a text file.  

    The HDFS Reducer takes all of the classification results obtained by the Mappers and combines them into a single 

classification level value, where 0 indicates that the level is public and 1 indicates that it is confidential. Algorithm 1 provides 

an overview of the big data file classification process that has been proposed. 
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Algorithm 1. 

Proposed Classficiation of Big Data File 

Input: 

Big Data File with Metadata information 

Output:  

File Classification as Confidential or public 

Steps: 

 The file is first converted into text partitions using HCIF.

o HCIF(F) -> {P1, P2, ..., Pn}

 Each text partition is then assigned a dedicated HDFS Mapper.

o {M1, M2, ..., Mn} = AssignMapper({P1, P2, ..., Pn})

 The HDFS Mapper is used to evaluate the content of each partition and classify it as either public or secret based on

predefined policies.

o {C1, C2, ..., Cn} = EvaluateContent({M1, M2, ..., Mn})

 Gather the classification results from all Mappers.

o C = Aggregate({C1, C2, ..., Cn})

 Use the HDFS Reducer to combine the categorization results of all Mappers into a single result.

o R = Combine(C)

 If the output of any Mapper is classified as confidential, the output of the Reducer will also be classified as

confidential.

o If Confidential(Ci) for any i in {1, 2, ..., n}, then Confidential(R)

 Otherwise, if all Mapper outputs are classified as public, the output of the Reducer will be classified as public as

well.

o Else if Public(Ci) for all i in {1, 2, ..., n}, then Public(R)

 If the output of the HDFS Reducer is classified as confidential, the file is marked as confidential using EMA.

o if Confidential(R), MarkConfidential(F)

 Take care of data security during transmission.

o EnsureDataSecurity(F)

 Otherwise, if the HDFS Reducer result is public, make the file public with EMA.

o Else, MarkPublic(F)

 Take care of data security during transmission.

o EnsureDataSecurity(F)

IV. RESULTS AND DISCUSSIONS

Big data can contain various types of files, including structured, semi-structured, and unstructured data, and some data may 

need to be made publicly accessible. To ensure secure classification of big data, decision trees are crucial. As real-time cloud 
applications generate more and more data, classifying this data to identify sensitive information that requires protection can 

be challenging. To address this, a distributed parallel decision tree approach using the Hadoop Map-Reduce architecture is 

employed. The decision tree has a root node and several decision nodes, and the preferred security attribute for splitting is 

determined using a measure function. The HDFS input formatter function utilizes this measure function to partition the 

massive data into multiple partitions. 

    To evaluate the effectiveness of the big data file classification methods, experiments were carried out on various file sizes 

ranging from 1 GB to 16 GB. The experiments focused on the classification time of CSV, SQL, LOG, and XLS files. The 

developed classification method's ability to classify files into public/secured based on different file sizes is demonstrated in 

Fig 4, which shows the corresponding classification time. 
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Fig 4. Comparison of Big Data File classification algorithm based on Classification Time (in seconds) 

V. CONCLUSION AND FUTURE WORK

The proposed approach for ensuring data protection and security comprises of two key components: big data file 

classification and machine learning. The primary objective is to minimize risks while maintaining good data quality. To 

classify massive amounts of data efficiently, a technique was developed that leverages the HDFS MapReduce function's 

design to split files into fragments and distribute them among multiple mappers for efficient data verification. This 

classification technique identifies files requiring protection, reducing the unnecessary cost of applying data protection to 

public files and improving data transmission. 

     In order to protect big data during transmission through nodes, a security technique has been developed based on file 

categorization. Only files classified as confidential are secured using this technique. In future work, the extension of this 

security technique to include big data file classification will be explored.The efficiency of the proposed methodology is 

demonstrated through tabular and graphical representations that evaluate big data classification techniques based on the time 

taken to classify large amounts of data. The categorization method improves speed significantly by reducing repetitive 
encryption and decryption processes for public data. 

     As technology continues to evolve, future data transmission systems will require an adaptive approach that includes 

security measures during big data classification. Furthermore, as image, video, and audio files become more prevalent in the 

big data landscape, they will need to be included in the classification process. However, due to the unique properties of these 

file types, different strategies will need to be developed to effectively categorize them alongside traditional .txt, .csv, .log, 

.xls, and .sql files. 
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